IEEE TRANSACTIONS ON POWER DELIVERY, VOL. 30, NO. 3, JUNE 2015

1039

Stochastic DG Placement for Conservation Voltage
Reduction Based on Multiple Replications Procedure

Zhaoyu Wang, Student Member, IEEE, Bokan Chen, Jianhui Wang, Senior Member, IEEE, and
Miroslav M. Begovic, Fellow, IEEE

Abstract—Conservation voltage reduction (CVR) and dis-
tributed-generation (DG) integration are popular strategies
implemented by utilities to improve energy efficiency. This paper
investigates the interactions between CVR and DG placement
to minimize load consumption in distribution networks, while
keeping the lowest voltage level within the predefined range.
The optimal placement of DG units is formulated as a stochastic
optimization problem considering the uncertainty of DG out-
puts and load consumptions. A sample average approximation
algorithm-based technique is developed to solve the formulated
problem effectively. A multiple replications procedure is de-
veloped to test the stability of the solution and calculate the
confidence interval of the gap between the candidate solution and
optimal solution. The proposed method has been applied to the
IEEE 37-bus distribution test system with different scenarios. The
numerical results indicate that the implementations of CVR and
DG, if combined, can achieve significant energy savings.

Index Terms—Conservation voltage reduction (CVR), dis-
tributed generation (DG), Monte Carlo sampling, multiple
replications procedure (MRP), sample average approximation
(SAA), stochastic programming (SP).

NOMENCLATURE

Viym Voltage magnitude at node 7 in scenario n in
year y.

ri/2; Line resistance/reactance between nodes ¢
and ¢z + 1.

P yn/Qiyn Active/reactive power flow from node i to
i+ 1 in scenario n in year y.

Piljy / Q?y Base active/reactive load for the exponential
load model at node 4 in year y.

A/ Bn Active/reactive power exponent for the

exponential load model in scenario n.
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in scenario n in year y.

Cooling/heating reference temperature.
Temperature at node ¢ in scenario n in year y.

Parameters for active/reactive load regression
model with regard to temperature.

Active power output of the WT/PV generator
at node # in scenario » in year y.

Reactive power generation at node i in
scenario n in year y.

Size of capacitor at node i.

Switch on (1)/off (0) status of the capacitor at
node 7 in scenario n in year y.

0 if there is no WT/PV at node 7 and 1 if there
is a WT/PV at node i.

Stochastic WT/PV output of one discrete
increment at node 7 in scenario n in year ¥.

One discrete increment of WT/PV size (in
megavolt amperes).
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0 if the jth increment in size is not necessary
to compose the WT/PV at node i 1 if the jth
increment in size is necessary to compose the
WT/PV at node .

Binary indicator ¢; ; = a;b; ;.

Maximum number of DGs/size increments in
the feeder/at a node.

Maximum-allowed voltage deviation.
Input/output voltage of the voltage regulator
at node ¢ in scenario » in year y.

Voltage adjustment corresponding to one tap
step.

Tap position of the regulator at node 7 in
scenario n in year y.

Maximum/minimum tap position of the
regulator at node :.
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fobj Value of the objective function.

o/ Parameters of a beta distribution.

PAE True/approximate objective value of the
original SP/SP .

z’;;’; Objective value approximated by S Py in
the kth MRP.

0y Objective value calculated by using (&, b, &)
and newly generated M scenarios in the kth
MRP.

G Optimality gap in the kth MRP.

I. INTRODUCTION

NERGY DEFICIT, load growth, environmental con-

sciousness, and constraints on building new transmission
and distribution lines have created increasing interest in con-
servation voltage reduction (CVR) and distributed generation
(DG). Both techniques can be used to save energy and reduce
peak load demand.

CVR is typically utilized at substations to regulate voltage
and operate feeders at the lowest acceptable voltage levels [1],
[2] as shown in Fig. 1. It is known that many loads are voltage
dependent and consume less power when the supplied voltage
is reduced [2], [3]. CVR has been successfully implemented
to reduce peak demand/energy consumption and increase the
system stability margin at a number of utilities, such as NEEA
and BC Hydro [4], [5]. Previous tests indicate that significant
energy savings can be achieved through voltage reduction. The
energy-saving effects usually range from 0.3% to 1% load re-
duction per 1% voltage reduction. Recent studies show that de-
ployment of CVR on all distribution feeders in the U.S. could
result in a 3.04% reduction in the annual national energy con-
sumption [6].

The depth of voltage reduction is an important impact factor
on the effectiveness of CVR. It can be seen from Fig. 1 that
the level of voltage reduction is closely related to the voltage
profile along the feeder. The American National Standards In-
stitute (ANSI) standard [7] requires that the lowest voltage level
remain within 5% of the nominal value. If the end-of-line (EOL)
voltage is much lower than the substation voltage, then the sub-
station voltage cannot be reduced too much, in order to maintain
the EOL voltage above 114 V on a 120 V scale. Deeper voltage
reduction can be achieved if the EOL voltage is maintained near
the same level as the voltage at the beginning of the feeder. The
most popular way to flatten the voltage profile is to place capac-
itor banks to provide reactive power compensation along the
feeder [8], [9]. For example, [8] formulated the capacitor al-
location problem as a multiobjective optimization problem to
minimize voltage deviation, active power loss, as well as load
and capital investment. A genetic algorithm (GA) is applied to
solve that problem.

Recently, the integration of DG in distribution feeders has
increased rapidly. DG has impacts on voltage profile, power
quality (PQ), energy efficiency, and reliability of distribution
systems. The location and size of DG units should be carefully
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Fig. 1. Demonstration of CVR.

selected in order to take advantage of DG and limit its negative
impacts on system operations. Placement of DG is typically a
mixed-integer multiobjective optimization problem. A variety
of objectives has been investigated in the literature, such as loss
reduction [10], voltage improvement [11], reliability improve-
ment [12], stability enhancement [13], and economic consid-
erations [14]. However, none of these objectives optimizes the
placement of DG for the purpose of voltage reduction. The in-
tegration of DG increases energy efficiency on the generation
side while CVR saves energy on the demand side.

A wide range of methods has been proposed for DG place-
ment, which can be divided into three categories: 1) sensitivity
analysis [13], [15]; 2) analytical approaches [16], [17]; and in-
telligence algorithms (IAs) [18]-[20]. The authors of [13] used
continuous power flow to identify the voltage sensitivity of each
bus and then allocate DG at the most sensitive bus to improve
the voltage security margin and reduce power losses. The study
in [16] presented an analytical approach to identify the optimal
location to place a DG to minimize power losses. IA is one of
the most popular methods to determine the size and location
of DG. Several works [18], [19] claimed that IAs were suit-
able for multiobjective problems and could achieve a near-op-
timal solution. However, many [As are sensitive to algorithm
settings and initial conditions. IAs converge slowly and are easy
to converge to a suboptimal solution. It can be seen that all of
the aforementioned existing work assumes that DG is dispatch-
able and controllable, which is clearly not accurate since renew-
able energy source (RES)-based DGs are mostly nondispatch-
able power sources with intermittent output. Only a few papers
have considered the uncertain nature of DG outputs and load
consumptions in system planning. The authors of [21] presented
a probabilistic planning method to determine the optimal mix of
wind, solar, and biomass units to minimize annual energy losses,
but the placement of DG units is not considered. The authors
of [22] allocated DGs to improve voltage stability. The prob-
abilistic nature of the DG output was mentioned but not taken
into account in the solution algorithm.
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This paper presents a new method to simultaneously consider
CVR and DG placement for energy saving and peak demand
reduction. A novel DG placement model is proposed to mini-
mize load consumptions of the system and maintain the voltage
deviations along the feeder within a predefined range. The pro-
posed method assumes a centralized decision maker, such as
the distribution system operator, can make the DG placement
plan for the CVR implementation since CVR is a measure ini-
tiated by the utilities. In order to effectively deal with the prob-
abilistic nature of DG outputs and load consumption, the DG
placement is formulated as a two-stage stochastic programming
problem. The first stage includes deterministic variables. The
second stage includes variables adjusted according to the uncer-
tainties. Sample average approximation (SAA) is used to solve
the two-stage stochastic formulation. SAA is a well-established
method [23] and has been applied to solve power system prob-
lems effectively. Reference [24] implemented SAA to solve a
generation and transmission-line expansion planning problem.
The study in [25] used SAA to ensure the utilization of wind
power at a certain level with high probability. It is proved that
SAA converges to an optimal solution if the number of samples
is large enough [26]. Since the sample size cannot be infinite
in practice, we use a new method by combining the multiple
replications procedure (MRP) [27] with SAA in this paper to
measure the quality of the solution and find the confidence in-
terval (CI) of the gap between the SAA solution and the optimal
solution.

The major contributions of this paper are summarized as
follows:

* DG placement considering that CVR is a new concept with

little existing reported work;

* uncertainty and variability of DG outputs are fully consid-

ered;

+ combined MRP-SAA-based solution and validation

methodology.

The remainder of this paper is organized as follows:
Section II discusses the relationship between CVR and
DG placement, and provides the problem formulation.
Section IIT introduces the SAA and MRP algorithms. The
combined SAA and MRP techniques are developed to solve the
stochastic programming problem. In Section IV, the numerical
illustrative studies are presented. Section V concludes this
paper with the discussion of the major findings.

II. PROBLEM FORMULATION

This section introduces a widely used distribution system
model and then provides the two-stage stochastic formulation
of DG placement for CVR.

A. Distribution System Model

Consider a distribution system as shown in Fig. 2. There are
n buses indexed by ¢ = 0, 1,...,n. DistFlow equations can be
used to describe the complex power flows at each node i [28]

P+ Q2
Py =P - rzizQ — Pit1 1)
V
P?+ Q7
Qi1 =Qi — iT gi+1 (2)

1041

0 1 i I+l n
| — — —
£y +j0, K +Jjo b+ jo, Fa+JjOm £, +j0,
P Ja P+ Jd Pia* i Pyt 4,
Fig. 2. Diagram of a radial distribution network.
2 2

2 4

VAL =V? =20mPi+ 3:Q) + (r] + 27) = V2 - )
i
W/ g _ 1 g

Piy1 =Piy1 — Pl i1 = Gip1 — 44 “)

p? is generated by DG units which are subject to uncertain-
ties. g7 is generated by var compensation devices, such as capac-
itors. The DistFlow equations are effective for radial networks.
For ameshed network, it can be converted to a radial network by
breaking the loops through adding dummy buses [29]. The Dis-
tFlow equations can be simplified using linearization. The lin-
earized power-flow equations have been extensively used and
justified in the literature [28]

P =PF—pn ®)
Qit1 =Qi — git1 ©)
Vi =Vi - rifi ‘—/t)zxiQi )
Pi+1 :p2+1 —ng+1v Gi+1 = qu - qu- ®)

B. Problem Formulation

The objective of CVR is to minimize total load consumption
through voltage reduction. The CVR effect is closely related to
load-to-voltage (LTV) sensitivity. In this study, an exponential
load model is used to represent load consumption as a function
of voltage. In order to effectively deal with the uncertain nature
of DG outputs and load consumptions, it is necessary to for-
mulate the problem into a stochastic optimization program. The
detailed formulation is described as follows:

min Z Z load (9)

subject to

PIE =2 Pl (10)

p“y n (M0+M1 (Tfh Ti~y7")+N2(TfC_nyy’n)) szy‘ zaynn
(11)

QZ Yy (’7(] +’71 (Tfh T'z,y,n)""yz(ch_T'z,yn)) i)y‘/lﬁ;n
(12)

Piiryn = Piyn — 'pé+1,y-n +pz‘gjrui,y<n + pfffyn
(13)
Qistyn = Qiyn — Giyryn +@h1ym (14
riPyn + 2iQiyn
Vieryn = Vign — & % Qiy. (15)
1

Viyn =|Vign — Vil < (16)
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g, wt

Py Z "ty (17)
Plyn = Zap”bf’; o (18)
wt v

Z!:"eF zynEFp (19)
a, € F®, 8, € FP (20)
Tiyn € F, (21)

Z at + Z a’ <N, (22)
Z bt + Z < Ny. (23)

In (9)—(23), the objective function (9) minimizes the total load
consumptions of the system during the planning horizon. The
horizon is modeled in discrete time with a 1-year time step. Con-
straints (10)—(12) use the combined exponential and regression
models to represent the load-to-voltage and load-to-temperature
relationships. The exponential and regression models have been
used in the literature to represent load behaviors [30]. In this
paper, we set tig = yo = 0.1, g = v1 = 0.01, pi2 = 2 = 0.02,
and T, = 60 F and T, = 70 F [2], [31]. The parameters can
be obtained using the minimum covariance determinant proce-
dure as introduced in [31]. The values of Pi’fl and Qé’,l used in
this paper can be found in [11]. It is also assumed that the an-
nual increasing rate of load is 1% during the planning horizon.
These values can be changed according to the characteristics of
a particular system and climate. Constraints (13)—(15) are lin-
earized DistFlow equations as discussed in the previous section.
Constraint (16) guarantees that the voltage deviation along the
feeder is within a predefined range in order to achieve deeper
voltage reduction. In this paper, it is assumed that the DGs to be
connected with the system are wind turbines (WTs) and photo-
voltaic generators (PVs). Constraint (17) decides whether there
is a WT connected with the node, while constraint (18) decides
whether there is a PV connected with the node. To make the for-
mulation more practical, it is assumed that a DG is made up by
several DG units, which means the size of a DG is discrete as
described by constraints (17) and (18) [21]. The sizes of a WT
and PV can be represented as 3, b’fs™* and 3, b7 s7", re
spectively. Constraint (19) represents the output of one discrete
increment of a WT/PV at node i, which will be discussed in the
next subsection. Constraint (20) assumes that the LTV sensitiv-
ities of each node are random variables that can be represented
using normal distributions [32]. In this paper, the mean and vari-
ance of I are set to be 1.0 and 0.08, respectively; and the
mean and variance of Ff are set to be 3.6 and 0.1, respectively.
All input parameters can be changed according to the available
system information. Constraint (21) assumes the stochasticity of
the temperature at node 7 can be represented by a normal distri-
bution F; T . We assume the mean and standard deviation of F. ZTy
are 55 F and 25 F, respectively, and the temperature distribution
during the planning horizon remains the same. Constraint (22)
indicates that the total number of DGs that can be connected to
the system are less than or equal to N,. Constraint (23) indi-
cates that the total number of DG units that can be connected to
a node is less than or equal to N. In this paper, it is assumed
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that N, = 3 and NV, = 6. The purpose of DG placement is to
decide the values of a; and b; ;. The system reconfiguration is
not considered in (9)—(23) due to the low frequency of reconfig-
urations in current distribution systems.

Some of the above constraints can be reformulated to further
reduce the nonlinearity of the problem. Equation (16) can be
linearized as

)\i,y,n 2 1/i,y,n - ‘/07 \V/Z, mn
)\i.y,n > % - Vvi,y.na Vi, y,n (24)
)\i,y,n S Sy VZa y,n (25)

Equations (17) and (18) include multiplications of two binary
variables a; and b; ;. The bi-linear term a;b; ; can be replaced
by

Cij = aibi‘_]«, Cig S Aiy Cig S bi,j: Cij Z a’i‘i’bi,j — 1. (26)

For a feeder with voltage regulators and capacitors, it is nec-
essary to model these volt/var control devices as follows [33]:

@ yn =X QF 27
ut 1n t

V;Oy n ‘z Y. + Ta‘pzynV op (28)

T pmm S Tapi7y7n S Ta’pmax. (29)

Constraint (27) represents the ON/OFF status of the capacitor at
node . Constraints (28) and (29) model the input—output voltage
relationship of the voltage regulator at node 3.

C. Uncertainties of DG Outputs

In this paper, two kinds of RES-based DGs are considered:
WTs and PVs. The predicted wind and solar power will be used.
It is known that errors always exist in prediction models. The
beta function is shown to be an appropriate distribution to rep-
resent prediction errors of wind and solar power [34]. For a pre-
dicted DG output PP™ of one discrete increment of the DG at
node ¢, the beta function can be defined by two corresponding
parameters ¢ and ¢

fprea(z) = 2?11 —z)* 1 (30)
The above beta function models the occurrence of real power
values  when a certain prediction value PP**? has been fore-
casted. The shape parameters of the corresponding beta function
¢ and ¢ can be calculated as [34]

Pipred _ (bz (3 l)
Sbase (¢1 + QOZ)
2 b0 (32)

Ui = .
(@i + @) (i + s +1)
The relationship between the predicted power and its error vari-
ance can be represented as [34]

pred
o; = 0.2 x 2
Swt,pu

+0.21. (33)

Using the predicted DG outputs and (31)—(33), the parameters of
beta functions for the current prediction data can be calculated.
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The distribution and parameter settings shown before can be
changed according to the available information of a system.

III. MULTIPLE REPLICATION PROCEDURE

There are many methodologies to solve a stochastic optimiza-
tion problem, among which, SAA is shown to be an easy and
effective method [25]. The intuitive idea of SAA is to approx-
imate the expectation term in the objective function by sam-
pling. Based on the law of large numbers, when the size of sam-
ples is large enough, the value of the reformulated objective
function converges to the value of the original objective func-
tion. At the same time, the feasible region of the reformulated
problem would be equivalent to the feasible region of the orig-
inal problem. However, since the sample size is finite in reality,
it is important to test the quality of the solution, which is per-
formed by the MRP in this paper. In this section, the stochastic
problem will be reformulated using generated scenarios and
then the combined MRP-SAA algorithm is proposed to solve
the problem.

A. Scenario Generation

The first step of SAA is to generate scenarios using Monte-
Carlo simulations to replace the true distributions of uncertain
variables by an empirical distribution which can be obtained
using the Kolmogorov-Smirnov (K-S) test with historical data.
The K-S test is a nonparametric test to compare a sample with a
reference probability distribution. K-S statistics quantify a dis-
tance between the empirical distribution function (EDF) of the
sample and the cumulative distribution function (CDF) of the
reference distribution to find the best CDF to represent the EDF.
The Monte-Carlo simulation generates S scenarios for year ¥,
each with the same probability 1/S. Thus, there are a total of
N (S #y) scenarios. The objective is to obtain the minimum ex-
pected load. The general form of the problem can be written as

z* = min f(a,b, e, W) (34)
where f(a,b,e, W) = 32 >, P (11)~(29) and W rep-
resents random variables, such as WT/PV outputs, load model
exponents, and temperature.

Equation (30) can be denoted as a stochastic program (S P)
which depends on prior knowledge of the probability distribu-
tions of the uncertain variables. SAA is to sample N indepen-
dent and identically distributed (i.i.d.) observations from the dis-

tribution of W and then solve the approximating problem (de-
noted as SPy)

mm—ZZfa b, e, Wy 1)

y n=l1

(35)

Thus, the original problem in (9)—(23) can be reformulated to
be a mixed-integer nonlinear program (MINLP) as

(36)

load
min — E E Py n

y n=l1

subject to (10)—(23) and (27)—(29).
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In the above MINLP formulation, variables a;, b; ;, and ¢; ;
are first-stage variables; variables P, Q, V', p?, and ¢9 are se-
lected to be second-stage ones which change according to the
uncertainty realizations. For a specific set of first-stage deci-
sions, different costs can be associated with various scenarios.
This MINLP problem can be solved by commercial solvers,
such as DICOPT [35].

B. Combined MRP-SAA Algorithm

It is known from SAA that the solutions(a, b, ¢) of SPy are
optimal to SP as the sample size grows into infinity. However,
since (&, b, &) is obtained by solving SP with a finite sample
size in practice, it is necessary to test the quality of the solution,
which is performed by the MRP in this paper.

The true optimal solution of SP is (a*, &*, ¢*) with the optimal
value z* (z* = min f(a,b,c, W)). While (a, b, &) is obtained
from N scenarios in solving S Py, we generate new samples
with M new scenarios (M is usually larger than or equal to V)
by K times in MRP. Here, we define the individual problem in
the K M samples as S Py, k = 1,..., K. We can then obtain
a new objective value zi¥ by using the same SAA procedure
for each S Pys. Since an upper bound on the optimality gap of
(d,b, ) in the kth MRP (denoted as G ) can be estimated by

1 & 1 &

T mzﬂ 7 (6.6, W} ) —min Z:l f (a5, WE) (37)
where the ]\/[ scenaArios are 1.1.d. from the distribution Aof W,
(1/M) Z _, f(a,b,é,WkE) is calculated by using (4, b, ¢) in
the newly generated A scenarios. MRP is to repeat this proce-
dure for multiple times (KX times in this paper) and construct the
confidence interval (CI) for the optimality gap. The form of the
CI can be describes as

P (f(a,b,

where ¢ is the CI width, and 1 — « is the confidence (e.g., 0.95).
Fig. 3 shows the flowchart of the combined SAA and MRP
algorithm. The complete MRP-SAA steps can be described as
follows.
Step 1) Generate NV scenarios and use SAA to solve the S Py
problem as defined in (31) and obtain the candidate
solution (&, b, &).

é,W)fz*ge)%l—a (38)

Step 2) Generate M scenarios and use SAA to solve
the SPp problem and obtain the solution
(a**,b*k, c**) and the objective value z}¥.

Step 3) Use the solution of the SPy problem (a,b,é)
and the M scenarios to calculate 23 =
(1/M) Yoy flab,e,Wk).

Step 4) Calculate the optimality gap G (a, b, &) = 23K — 21k,

Step 5) Repeat Steps 2)4) fork =1,2,..., K.

Step 6) Calculate the mean and variance of the opti-

mality gap by G = (l/K)Zk L Gi(a, b, é)
and s = (1/K — 1) Zk (Gr(a,b,e) — G2,
then the one-sided CI of the optimality gap is
[0, E—I—tK,Las/\/E], where t g1 4 is the a-quan-
tile of the ¢-distribution with K — 1 degrees of
freedom, and we denote the CI as [0, 8], where 8

T+ ix 1 /VE.
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Fig. 3. Flowchart of the combined MRP and SAA algorithm.

Step 7) If the number of iterations exceeds the maximum
value Lg, terminate the process; otherwise, go to
Step 8).

Step 8) If (6/fobj) X 100% is less than a predefined value
n, terminate the process; otherwise, increase the
number of scenarios by NV, and go to Step 1); n is
defined to be 5% in this paper.

Since most of the previous work in DG placement uses de-
terministic optimization, it is necessary to show how much im-
provement can be achieved if the stochastic nature of DG is
taken into account. For the problem defined in (28), we replace
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Fig. 4. The 37-bus distribution system.

the random variable w by its expected value, and then the ex-
pected value problem (EV), which is a deterministic optimiza-
tion problem, can be defined as

EV = min f(a,b,¢, W) (39)

where W = E(W) denotes the expectation of W. The expected
value solution can be defined as (&, b, ¢). The expected results
of using the EV solution can be represented as

NI

1 _r o,
EEV = ﬁZf(a,b, g, Wh).
h=1

(40)

EEV measures the performance of (@, b, &), allowing second-
stage decision variables to be chosen optimally as functions of
(@,b,2) and W. In order to measure how good or, more fre-
quently, how bad the decision (@, b, ¢) is, when compared with
(a, b, &), Monte Carlo simulation is used. We generate N” sce-
narios (V' is usually larger than V). The solution of the SP »
problem (&, b, ) is used in each of the N’ scenarios to calculate
f(@,b,2,ws),h =1,...,N'. The difference between EEV and
the MC result can be defined as

1

NI
D =EEV - > fla,b, e, Wh). (41)
h=1

Since the formulation is a minimization problem, the larger
the D, the more the stochastic programming outperforms deter-
ministic programming.

IV. CASE STUDY

A. DG Placement Results

The proposed methodology has been examined on the 37-bus
radial distribution network as shown in Fig. 4. Assume the sub-
station transformer is with £5% tap range and 10 tap posi-
tions. Switched capacitors are installed at nodes 3, 16 and 32,
each is 30 kVar. Details about the test system can be found in
[11]. The power base is 10 MVA, the voltage base is 12.66 kV.
Table I shows the base case (without DG and CVR) of the test
system.

It is assumed that one size increment of a WT anda PV is 0.01
p-u. MATLAB is used to generate scenarios of WT/PV output
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TABLE 1
BASE CASE OF THE TEST SYSTEM
Max. Voltage . Total Active Load |Substation Voltage
Deviation (p.u.) Active Loss (p.u.) (p-u) (p.u.)
0.09 0.028 0.3715 1.05
TABLE 11
DG PLACEMENT RESULTS
Node No. Type Size (p.u.)
3 WT 0.01
PV 0.01
13 WT 0.03
PV 0.01
31 WT 0.03
PV 0.02
108 AE;Base
1.04 —+—Ave w/ DG
\B\ ’ <—Min w/ DG
1.03 —~—W)/ DG and CVR
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Fig. 5. Voltage profiles.

to calculate the candidate solution for the 37-node network. The
planning horizon is assumed to be 10 years and 200 scenarios
are generated for each year (S = 200), thus there are totally
2000 scenarios (N = 2000). The two stage stochastic program
defined in (36) is solved using GAMS.

Table II shows the placement results. The DG penetration
level can be defined as the total DG generation divided by the
system peak load. For the planning results, the DG penetration
level is 30%. Fig. 5 shows the voltage profiles of the test system.
There are four profiles in the figure: 1) base case without DG
or CVR; 2) average voltages of all N scenarios without voltage
reduction; 3) minimum voltages of all N scenarios without
voltage reduction; and 4) average voltages of all N scenarios
with CVR. In the base case, there is almost no potential for
voltage reduction since the largest voltage deviation is 0.09
p-u., and the substation voltage is set to be 1.05 p.u. in order
to make sure the EOL voltage is within the standard. After
DG integration, the voltage profiles are improved largely.
The voltage deviations are within 0.03 p.u. even for the worst
case, which provides enough space for implementing voltage
reduction. The substation voltage can be reduced from 1.05 to
0.98 p.u. with optimal placement of wind turbines.

Fig. 6 shows the active total load consumptions of three cases
during the planning horizon (one year consists of 8760 h): 1) the
base case without DG or CVR; 2) the case with stochastic op-
timal DG placement but without voltage reduction; 3) the case
with stochastic optimal DG placement and with CVR. It can
be seen that the load consumptions of the base case are much
higher than the other two cases. This shows the effectiveness of
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Fig. 7. Optimality gap in MRP.

the stochastic optimal DG placement in improving the system
operation. Moreover, significant load consumptions can be re-
duced by CVR, which shows that more energy savings can be
achieved if the implementation of CVR and the placement of
DG are considered simultaneously.

B. MRP Results

As discussed in section IV, MRP can be used to test the sta-
bility and quality of the candidate solutions. The candidate solu-
tion is tested against 29 samples (KX = 29), each with a sample
size of 2500 (M = 2500). The optimality gaps are shown in
Fig. 7, the mean value of gaps isG = 0.007586, the standard
deviation is s = 0.008231. The CI for the optimality gap is [0,
0.0102] with o« = 0.05, which means that there is a chance of
95% that the optimality gap is within the CI. Thus, the candi-
date solution of the stochastic programming is very stable and
of high quality.

C. Compared With Deterministic Results

As discussed in Section III, we generate N’ = 3000 sce-
narios, and use W in solving the deterministic optimal DG
placement. The formulation of the deterministic optimal
problem is similar to (9)—(29). The only difference is that all
random variables are substituted by their mean values. The
problem is solved by GAMS. Recall we denote the solution of
this deterministic problem as EV.

The DG placement results are: WTs should be placed at nodes
6, 8, and 30, with the sizes of 0.01, 0.02, and 0.03 p.u., respec-
tively, and PVs should be placed at nodes 6, 8, and 30, with the
sizes 0£0.01, 0.02, and 0.01 p.u. As shown in (41), Monte Carlo
simulation is run to compare the performances of the determin-
istic placement and the stochastic placement. Fig. 8 shows the
comparison results. The deterministic solution is worse when
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Fig. 8. Comparison of EEV and Monte Carlo simulation.

wind turbine output is stochastic. Considering the probabilistic
nature of DG output in practice, the proposed stochastic pro-
gramming is more suitable and realistic.

V. CONCLUSION

This paper presents a new DG placement strategy for im-
plementing CVR. The DG placement is defined as a stochastic
optimization problem to enable the distribution system to re-
alize deeper voltage reduction to decrease load consumptions.
In order to deal with the uncertain nature of DG outputs and
load consumptions, a combined SAA-MRP-based algorithm is
developed to obtain the optimal solution. The quality of the op-
timal solution is validated by calculating its confidence interval
using MRP. The case studies show the effectiveness of the pro-
posed formulation and prove that significant power reduction
can be achieved, if the integration of DG and implementation
of CVR is considered simultaneously.
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