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Abstract—This paper proposes a transformative architecture
for the normal operation and self-healing of networked micro-
grids (MGs). MGs can support and interchange electricity with
each other in the proposed infrastructure. The networked MGs
are connected by a physical common bus and a designed two-
layer cyber communication network. The lower layer is within
each MG where the energy management system (EMS) schedules
the MG operation; the upper layer links a number of EMSs for
global optimization and communication. In the normal opera-
tion mode, the objective is to schedule dispatchable distributed
generators (DGs), energy storage systems (ESs), and control-
lable loads to minimize the operation costs and maximize the
supply adequacy of each MG. When a generation deficiency
or fault happens in an MG, the model switches to the self-
healing mode and the local generation capacities of other MGs
can be used to support the on-emergency portion of the sys-
tem. A consensus algorithm is used to distribute portions of the
desired power support to each individual MG in a decentral-
ized way. The allocated portion corresponds to each MG’s local
power exchange target, which is used by its EMS to perform
the optimal schedule. The resultant aggregated power output of
networked MGs will be used to provide the requested power
support. Test cases demonstrate the effectiveness of the proposed
methodology.

Index Terms—Consensus algorithm, distributed power
generation, microgrid (MG), power distribution faults,
self-healing.

NOMENCLATURE

Acronyms

WT Wind turbine.
PV Photovoltaic generator.
ES Energy storage system.
MT Micro turbine.
MG Microgrid.
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Indices

n Index for MGs.
i Index for nodes.
t Index for time.
k Iteration step in consensus algorithm.

Sets

Gn Set of MTs in nth MG.
En Set of nodes with nondispatchable DGs.
Sn Set of nodes with energy storage system.
D1n/D2n Set of noncontrollable/controllable load

nodes in nth MG.
N1/N2 Set of MGs without faults/with faults.
Mn Set of neighbors of nth MG.

Parameters

F(·) Generation cost function.
LP/LQ Active/reactive demand, in MW/MVAR.
θp,max/θq,max Maximum active/reactive power transfer,

in MW/MVAR.
Pmax/Qmax Maximum active/reactive power outputs,

in MW/MVAR.
Pmin/Qmin Minimum active/reactive power outputs,

in MW/MVAR.
δp/δq Active/reactive ramp limit, in

MW/MVAR.
Pdch,max/Pch,max Maximum discharging/charging, in MW.
EC Capacity of the energy storage, in MWh.
ηd/ηc Discharging/charging efficiency.

LP,min/LQ,min Minimum active/reactive demand of con-
trollable load, in MW/MVAR.

T Time interval between t and t − 1,
in hours.

Tc Maximum time period with load control,
in hours.

τ Step size in consensus algorithm.
tmin/tmax Start/end of time horizon.
ρe/ρl Power exchange/load control penalty

price, in $/MW or $/MVAR.

Variables

Pi(i∈G∪S) Power output of MTs/ESSs, in MW.
θp/θq Active/Reactive power exchange, in

MW/MVAR.
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v Controllable load state (1-under control
and 0-free of control).

PD/QD Adjusted active/reactive load, in
MW/MVAR.

u Commitment state of MTs.
x/y Discharging/charging state of ES.
SoC State of charge of ES.
Zp/Zq Desired aggregated active/reactive

demand output of MGs without faults, in
MW/MVAR.

ψp/ψq Total active/reactive support gap, in
MW/MVAR.

λp/λq Global active/reactive power ratio.
μp/μq Desired active/reactive demand output of

an MG without faults, in MW/MVAR.
B Iteration variable.

I. INTRODUCTION

M ICROGRID is a power distribution system integrat-
ing distributed generators (DGs), energy storage sys-

tems (ESs) and controllable loads [1], [2]. An MG can work
in a grid-connected mode or an islanded mode. A smart MG
is distinguished from the traditional distribution systems in
terms of reliability, self-adequacy, self-healing, and interac-
tive characteristics [3]. According to recent studies in [2]–[9],
connecting multiple MGs to form a power system can fur-
ther improve the system operation and reliability thanks to the
salient features of networked MGs such as coordinated energy
management and interactive support and exchange.

MGs are essential components of smart grids. Many
studies have been made in the literature on various
topics of MGs, such as planning [10], [11], energy
management [1], [2], [4], [12]–[14], and service restora-
tion [3], [15]. Wang et al. [10] proposed a robust optimization
model and the corresponding solution algorithm for MG plan-
ning considering the uncertainties of DG outputs and load
consumptions. Khodaei [1] proposed a model for MG opti-
mal scheduling considering multiperiod islanding constraints
based on Benders decomposition to decouple grid-connected
operation and islanded operation. Jiang et al. [12] presented
a two-layer dispatch framework coordinated through power
reserve for MG operations in both grid-connected and islanded
modes.

Connecting multiple MGs to construct networked MGs
is the further development and application of the concept
of MG. According to the IEEE Standard 1547.4 [16], the
operation and reliability of a distribution system can be
improved by splitting it into multiple MGs. Wang et al. [2]
proposed a decentralized coordinated energy management
system (EMS) of networked MGs in a distribution system
considering the uncertain DG outputs and load consumption.
Marvasti et al. [4] considered the distribution system and the
connected multiple MGs as independent systems. A hierar-
chical optimization framework was developed to coordinate
the optimal operation of the entire system. Wu and Guan [7]
applied a dynamic programming algorithm and a decen-
tralized partially-observable Markov decision process to

solve the economic operation problems of networked MGs.
Asimakopoulou et al. [8] presented a leader–follower
model and a bi-level program for the energy manage-
ment of networked MGs. Fathi and Bevrani [9] proposed
an online stochastic algorithm for the energy consump-
tion scheduling of networked MGs considering probabilistic
demand.

Self-healing aided by MGs is an important feature of smart
grids. Moreira et al. [15] developed the control framework for
blackstart by using MGs. Arefifar et al. [3] proposed a planning
model to divide a distribution system into networked MGs for its
optimal self-healing. Wang and Wang [17] proposed a strategy
to sectionalize the on-outage portion of a distribution system into
multiple MGs to increase the grid resilience. Arefifar et al. [5]
presented an optimal model to increase the reliability of a distri-
bution system by dividing it into multiple MGs. However, it can
be seen that the concept of using local MG generation capacities
to support other MGs for the self-healing of a networked-MG
system is not considered in the above literature. Moreover,
the required decentralized cyber communication and control
framework needs to be studied.

This paper proposes a transformative architecture for
the optimal operation and self-healing of autonomous net-
worked MGs. We consider the scenario that multiple MGs are
physically connected via a common bus. For the purpose of
information exchange and coordinated control, the MGs are
also connected through a cyber communication network. In
the normal operation mode, each MG operates independently.
The operation costs and supply adequacy of each MG are
optimized by controlling dispatchable DGs, ESs, and loads.
When a fault or generation deficiency happens in an MG, the
framework enters the self-healing mode. The on-emergency
MG receives power support from other MGs that are under
normal operation.

In order to coordinate the self-healing process in a decen-
tralized fashion, a two-layer cyber communication and control
network is developed. The lower-layer cyber network is within
each MG, where the local EMS controls DGs, ESs and loads.
The upper-layer network is composed of multiple EMSs. Each
EMS only communicates with its neighboring counterparts.
When an emergency occurs, the on-emergency MG broadcasts
its requested power support in the cyber network. An average
consensus algorithm is applied to allocate the desired power
support among all normally-operating MGs. As an effective
distributed mechanism, the average consensus algorithm has
been well studied and verified [18]–[20]. The allocation deter-
mines the power support share of each MG, which will be used
by the local EMS in each MG to perform the corresponding
optimal dispatch. Finally, the aggregated power output from
the normally-operating MGs will closely match the requested
power support.

The remainder of this paper is organized as follows.
Section II presents the proposed concept of networked MGs
and the decentralized communication method. Section III pro-
poses the formulations of the optimal normal operation and
the self-healing problem. In Section IV, the numerical results
are provided. Section V concludes this paper with the major
findings.
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Fig. 1. Concept of networked MGs.

II. NETWORKED MICROGRIDS

Fig. 1 shows the autonomous networked MGs where utili-
ties are not accessible or lost (e.g., utility grids or supplies are
down). The interconnected MGs can support each other with
local generation capacities to achieve the overall reliability.
The network consists of both cyber links for communica-
tion and physical connections via a common point for power
exchange. It is assumed that the cyber network is strongly con-
nected, i.e., no island exists in the cyber network [20], [21]. In
the normal operation mode, each MG works independently to
fulfill its economic and self-adequate objectives. Details will
be discussed in Section III. In this paper, generation deficiency
and faults such as loss of generators and distribution lines are
all considered as an emergency. In the self-healing mode, the
on-emergency MG will receive power support from other MGs
under normal operation until the emergency is cleared. We
assume that the networked MGs have already been synchro-
nized in the self-healing mode. The isolation and clearance of
a fault is beyond this paper. Since there is no central controller
and each MG only exchanges information with its neighbor-
ing counterparts via cyber links, the challenge is to inform
each normally-operating MG the amount of power support
requested and perform corresponding dispatch.

We propose a decentralized communication and control pro-
tocol for the networked MGs. The communication framework
can be divided into two layers. The lower-layer cyber network
is for each MG where a local EMS is installed to schedule
the operation of DGs, ESs and loads within the MG. There
are two types of DGs: 1) dispatchable DGs such as MTs;
and 2) nondispatchable DGs such as PVs and WTs. It is
assumed that all of the renewable generation will be taken by
the power system. Loads can also be categorized into control-
lable loads and noncontrollable ones. The upper-layer cyber

network is designed for the information exchange of the EMSs.
There is no central controller in this network. Each EMS only
communicates with its neighboring EMSs. It is assumed that
each pair of EMSs with a direct cyber link has the two-way
communication capability [20].

Under the normal operation, each MG is working in
the autonomous mode, i.e., the self-adequate MG can
autonomously provide reliable power supply to its customers
without power exchange with utility grids or other MGs.
Here, self-adequacy refers to the generation-load balance
within an MG. Thus, no information exchange or power flow
exchange is needed among MGs. The upper-layer network is
idle in this mode. Operating MGs in the self-adequate mode
can improve the operation, protection, and reliability of the
system [3], [5], [9], [22]. In the self-healing mode, the on-
emergency MG will receive power support from other MGs.
A power support request will come from the on-emergency
MG. The main idea is to allocate the desired power support
to each normally-operating EMS as a local power exchange
(power output to the common bus) target, via decentral-
ized coordination among EMSs using the upper-layer cyber
network. The actual aggregated support can approach the
requested amount if each supporting MG controls its operation
according to the allocated power support request.

There are two steps in the communication protocol for
the normal operation mode: demand and supply informa-
tion update (DSIU) and decision making in normal oper-
ation (DMNO). In the DSIU, the EMS at the lower-layer
cyber network receives the generation information from DGs
and ESs, and the demand information from the loads. With
the collected data, the EMS updates the DG and ES out-
puts, load consumptions, ramp limits of MTs, and discharging
and charging limits of ESs. In the DMNO, the EMS of
an MG makes decisions to optimally schedule the DGs,
ESs, and loads. Details can be found in Section III. Three
steps exist in the communication protocol for the self-healing
mode: DSIU, target power exchange update (TPEU) and deci-
sion making in self-healing (DMSH). During the TPEU, the
upper-layer cyber interface module at each EMS communi-
cates with its neighboring EMSs to compute the local power
exchange target using the generation and supply informa-
tion obtained in DSIU. An average consensus algorithm is
applied to allocate the desired power support request to each
MG in a distributed fashion. In the DMSH, the EMS per-
forms optimal controls of DGs, ESs, and loads given the
local power exchange target. The decisions will be broadcasted
by the lower-layer cyber interface module at the end of the
phase.

When a fault or generation deficiency happens in an MG,
the on-emergency MG will increase the outputs of its dis-
patchable DGs to the maximum possible levels, and calculate
requested support based on the outputs of dispatchable and
nondispatchable DGs. The total active power support required
by the on-emergency MG Zp

t should be shared by MGs
under normal operation. The local active power exchange
target of the nth MG μ

p
n,t should reflect the required aggre-

gated power support and load-generation status specified by
Zp

t ,
∑

n∈N1

∑
i∈Gn∪En

Pi,t and
∑

n∈N1

∑
i∈D1n∪D2n

(LP
i,t + PD

i,t).
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Thus, we define the total active power support gap as

ψ
p
t = Zp

t −
∑

n∈N1

⎛

⎝
∑

i∈Gn∪En

Pi,t −
∑

i∈D1n∪D2n

(
LP

i,t + PD
i,t

)
⎞

⎠. (1)

One basic principle of the self-healing is that the MGs in nor-
mal operation should not sacrifice their load to support the
on-emergency MGs. Thus, it is assumed that the load adjust-
ment is temporarily blocked for MGs in normal operation.
ψ > 0 indicates that the generators need to increase the output
and the ESs should work in the discharging mode and increase
the output. We define λp

t as the ratio of the total demand target
gap to the maximum adjustable generation

λ
p
t =

Zp
t − ∑

n∈N1

(∑
i∈Gn∪En

Pi,t − ∑
i∈D1n∪D2n

(
LP

i,t + PD
i,t

))

∑
n∈N1

(∑
i∈Gn

δ
p
i + ∑

i∈Sn
Pdch,max

i

) .

(2)

The nth normally-operating MG applies the above ratio to set
its local target power exchange with the common point as
follows:

μ
p
n,t =

∑

i∈Gn∪En

Pi,t + λ
p
t

⎛

⎝
∑

i∈Gn

δi +
∑

i∈Sn

Pdch,max
i

⎞

⎠

−
∑

i∈D1n∪D2n

(
LP

i,t + PD
i,t

)
. (3)

If every MG controls its generators and ESs to follow the
above target value, then it is easy to show that

∑
n∈N1

μ
p
n,t

equals Zp
t , i.e., the aggregated power exchange target matches

the required power support. Similarly, the ratio and local tar-
get power exchange for reactive power can be defined in (4)
and (5), respectively. In this paper, we assume the reactive
power is generated by dispatchable DGs [23], [24]. However,
this assumption can be changed according to the operation
criteria.

λ
q
t =

Zq
t − ∑

n∈N1

(∑
i∈Gn

Qi,t − ∑
i∈D1n∪D2n

(
LQ

i,t + QD
i,t

))

∑
n∈N1

∑
i∈Gn

δ
q
i

(4)

μ
q
n,t =

∑

i∈Gn

Qi,t + λ
q
t

∑

i∈Gn

δ
q
i −

∑

i∈D1n∪D2n

(
LQ

i,t + QD
i,t

)
. (5)

If μ < 0, then the current aggregated power exchange from
normal-operation MGs exceeds the required power support.
The generators should decrease the output and the ESs should
be operated in the charging or idle mode. Without loss of
generality, this paper will focus on the situation with μ > 0.
λ can be used in the local power exchange computation in
each normally-operating MG. It can be seen from (3) that
the MG with more adjustable capacity will take more power-
support allocation. A centralized approach can be used for the
generation dispatch of MGs. However, it will suffer from many
problems such as high-communication infrastructure costs and
low reliability. Alternatively, a distributed technique can be
applied in which the power exchange target μn,t is computed
locally at each MG via information exchange only with its
neighboring MGs.

It is of note that all terms in (2) are the same for all
MGs. Hence, they can be considered as a consensus agree-
ment that all MGs reach [18], [20]. The average consensus
algorithm [18], [19] can be applied to compute the ratio λ

iteratively. In the consensus algorithm, the iteration variable
can be linearly updated as follows:

Bn,t(k + 1) = Bn,t(k)+ τ ·
∑

m∈Mn

(
Bm,t(k)− Bn,t(k)

)
. (6)

For the calculation of active power exchange, the iteration vari-
ables are

∑
i∈Gn∪En

Pi,t,
∑

i∈D1n∪D2n
(LP

i,t+PD
i,t) and

∑
i∈Gn

δ
p
i +

∑
i∈Sn

Pdch,max
i . For example, if the initial value of B is set as

Bn,t(0) = ∑
i∈Gn∪En

Pi,t, then the value of Bn,t(k) will con-
verge to the average value (1/card(N1))

∑
n∈N1

∑
i∈Gn∪En

Pi,t

with a proper step size. Other iteration variables can be
obtained using the same procedure. After all the updates con-
verge, the global ratio λ can be calculated locally at each MG
by (2) and (4). Here, we assume the required power support
Z and the total number of normally operating MGs are known
to all MGs beforehand by broadcasting this information in
the network [20]. The convergence of the average consensus
algorithm in (6) has been extensively studied in [19] and [25]
and is not a focus of this paper. In brief, the convergence is
related to the eigenvalues of the Laplacian matrix represent-
ing the communication network. Thus, the topology of the
network can be designed using the convergence features. The
power exchange target of the nth MG μn,t can be computed
locally using the ratio λt and (3) and (5). Compared to existing
methods, the advantages of the proposed methodology can be
summarized as follows.

1) It is of low complexity for communication and computa-
tion, since only local communication between neighbor-
ing MGs is involved, and scheduling is computed and
conducted within each MG.

2) It protects the privacy, since only the aggregated gener-
ation and load information are visible in the upper-layer
network.

3) It is fair to all MGs, since the allocated power support
target for each MG is set according to its generation
capacity.

4) It is reliable and resilient, since there is no central
controller.

III. PROBLEM FORMULATION

The main objectives in the normal operation are to min-
imize the operation costs, the load-control period, and the
supply-demand imbalance of each MG. The general optimiza-
tion problem of the nth MG in the autonomous networked
MGs can be formulated as follows:

min
∑

t

⎛

⎝
∑

i∈Gn

Fi
(
Pi,t

) + ρe
(
θ

p
n,t + θ

q
n,t

) + ρl

∑

i∈D2n

vi,tTLP
i,t

⎞

⎠

(7)

s.t.
∑

i∈Gn∪En∪Sn

Pi,t + θ
p
n,t =

∑

i∈D1n

LP
i,t +

∑

i∈D2n

PD
i,t ∀t (8)

∑

i∈Gn

Qi,t + θ
q
n,t =

∑

i∈D1n

LQ
i,t +

∑

i∈D2n

QD
i,t ∀t (9)
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−θp,max ≤ θ
p
n,t ≤ θp,max ∀t (10)

−θq,max ≤ θ
q
n,t ≤ θq,max ∀t (11)

Pmin
i ui,t ≤ Pi,t ≤ Pmax

i ui,t ∀i ∈ Gn, t (12)

Qmin
i ui,t ≤ Qi,t ≤ Qmax

i ui,t ∀i ∈ Gn, t (13)

Pi,t − Pi,t−1 ≤ (
2 − ui,t − ui,t−1

)
Pmin

i

+ (
1 + ui,t−1 − ui,t

)
δ

p
i ∀i ∈ Gn, t (14)

Pi,t−1 − Pi,t ≤ (
2 − ui,t − ui,t−1

)
Pmin

i

+ (
1 − ui,t−1 + ui,t

)
δ

p
i ∀i ∈ Gn, t (15)

Qi,t − Qi,t−1 ≤ (
2 − ui,t − ui,t−1

)
Qmin

i

+ (
1 + ui,t−1 − ui,t

)
δ

q
i ∀i ∈ Gn, t (16)

Qi,t−1 − Qi,t ≤ (
2 − ui,t − ui,t−1

)
Qmin

i

+ (
1 − ui,t−1 + ui,t

)
δ

q
i ∀i ∈ Gn, t (17)

−Pch,max
i yi,t ≤ Pi,t ≤ Pdch,max

i xi,t ∀i ∈ Sn, t (18)

xi,t + yi,t ≤ 1 ∀i ∈ Sn, t (19)

SoCi,t = SoCi,t−1 − T
(

xi,tPi,tη
−1
d + yi,tPi,tηc

)/
ECi

∀i ∈ Sn, t (20)

SoCi,tmin = SoCi,tmax ∀i ∈ Sn (21)

SoCmin
i ≤ SoCi,t ≤ SoCmax

i ∀i ∈ Sn, t (22)

LP,min ≤ PD
i,t ≤ LP

i,t ∀i ∈ D2n, t (23)

PD
i,t ≥ (

1 − vi,t
)
LP

i,t ∀i ∈ D2n, t (24)

LQ,min ≤ QD
i,t ≤ LQ

i,t ∀i ∈ D2n, t (25)

QD
i,t ≥ (

1 − vi,t
)
LQ

i,t ∀i ∈ D2n, t (26)
∑

t

vi,tT ≤ Tc
i ∀i ∈ D2n, t. (27)

In the above formulation, the objective function (7)
minimizes the operation costs and generation-demand mis-
match of the nth MG. The first item in (7) represents
generation costs of MTs. The generation cost can be approx-
imated by a piecewise linear model. The second and third
items represent the active and reactive power exchange of
the nth MG with other MGs. In the normal operation mode, the
MG should be self-adequate to ensure its supply security. The
fourth item describes the total period of time with load control,
i.e., v = 1 indicates that the corresponding time interval T is
controlled. Constraints (8) and (9) are power balance equations
which ensure that the sum of power generated by DGs, ESs
and the power exchange with other MGs matches the total load
consumption. The power outputs of MTs and ESs are control
variables, while the outputs of PVs and WTs are nondis-
patchable. The power of ESs can be positive (discharging),
negative (charging), or zero (idle). The power exchange with
other MGs can be positive (generation surplus), negative
(generation deficiency) or zero. Constraints (10) and (11) guar-
antee that the power exchange with other MGs is within
the line flow limit. Constraints (12) and (13) guarantee that
the power outputs of MTs are within the generation capac-
ities. Constraints (14)–(17) represent the ramp up and ramp
down limits. Constraint (18) represents the charging and dis-
charging limits of an ES according to its operation mode.
For example, x = 1 and y = 0 represents the discharg-
ing mode of the ES and the maximum discharging limits

are imposed. Constraint (19) guarantees that the ES works
in only one mode at a certain time. Constraint (20) rep-
resents the SoC of an ES. Constraint (21) guarantees the
ES has the same SoC at the beginning and the end of the
scheduling horizon. Constraint (22) represents the limit of
SoC. Constraints (23)–(26) describe the power consumption
of the controllable load. For example, if v = 1, which indi-
cates load control is applied, constraints (23) and (25) are
imposed, while constraints (24) and (26) become redundant. In
constraint (27), when load is controlled, the associated state v
is one; it is zero otherwise. The aggregated load-control time
should not exceed the maximum allowable value.

When a generation deficiency or fault happens, the system
switches to the self-healing stage. In the self-healing mode, the
on-fault MG or MGs will receive power support from other
MGs by optimally scheduling the power exchanges and redis-
patching the controllable DGs and ESs according to the local
target power exchange value μ. The operation problem of the
nth MG without faults can be formulated as

min
(
θ

p
n,t − μ

p
n,t

)2 + (
θ

q
n,t − μ

q
n,t

)2
s.t. (8)−(27). (28)

The operation objective in (28) is to make the power
exchange with the common point approach μ as closely as
possible. The self-healing problem is further subject to power
balance constraints, power transfer constraints, dispatchable
DG generation and ramp limits, and ES operation limits. It is
of note that the above formulation (28) applies to MGs under
normal operation. We also set v = 0 to indicate that loads in
MGs without an emergency should not be sacrificed to support
the on-emergency MG or MGs.

In sum, the problem formulated in (7)–(27) is for the nor-
mal operation mode and the problem formulated in (28) is
for the self-healing mode. Both are mix-integer linear pro-
gramming (MILP) problems and can be solved by commercial
solvers, such as DICOPT [26].

IV. NUMERICAL RESULTS

The proposed method has been examined on a system with
six MGs as shown in Fig. 2. The information of DGs, ESs, and
loads is summarized in Tables I–IV. We assume that each bus
within an MG shares the same amount of load. It is assumed
that the predicted loads are the products of total loads shown
in Table IV and multipliers shown in Fig. 3. The outputs of
renewable DGs are assumed to be the products of sizes in
Table III and the corresponding multipliers in Fig. 4. The mul-
tipliers are used to make load and generation profiles change
with time [27]. Pmin and Qmin are set to be zero for all MTs.
δp and δq are set to be 50% of Pmax and Qmax, respectively.
SoCmax and SoCmin are set to be 0.9 and 0.2, respectively. The
initial SoC is set to be 0.65 for all ESs. ηd and ηc are set to
be 0.95 for all ESs. The minimum active and reactive demand
of a controllable load is 10% of its load size. The maximum
allowed control time is 6 h for all loads. A 1-h time step is
used in simulations. All the above settings are for illustration
and can be changed according to the availability of system
data. The experiment is implemented on a computer with Intel
Core i5 3.30 GHz with 4 GB memory and GAMS 23.4. The
computation time of all cases is within 3 s.
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Fig. 2. Test system with six networked MGs.

TABLE I
LOCATIONS AND SIZES OF MTS

TABLE II
LOCATIONS AND SIZES OF PVS AND WTS

It is assumed that the six MGs are connected via a ring
cyber network. The step τ in the consensus algorithm can be
calculated as τ = 2/[ϕ2(L)+ ϕN(L)], where L is the Laplacian
matrix representing the graph and ϕi(L) is the ith smallest
eigenvalue of the graph Laplacian matrix [20]. Thus, the step
size of the consensus algorithm in this paper can be calculated
as τ = 2/[ϕ2(L) + ϕ6(L)] = 0.4, where the second smallest
eigenvalue of Laplacian matrix of the ring cyber network with
six MGs is 1.0 and the six smallest one is 4.0.

TABLE III
LOCATIONS AND CAPACITIES OF ESS

TABLE IV
LOAD INFORMATION

Fig. 3. Load profile multiplier.

A. Case 1: Normal Operation Mode:

This case demonstrates the optimal scheduling of each
MG for a 24-h horizon. In the normal operation mode,
each MG works independently to minimize its operation
costs and ensure the self-adequacy as shown in the formula-
tions (7)–(27). The unit commitment states of MTs are shown
in Table V.

Figs. 5 and 6 present the optimal generation schedules of
active power and reactive power, respectively. Fig. 7 shows
the schedules of ESs. No load control is necessary. Take
MG3 as an example, the MT34 is off in the first 6 h due to its
higher generation cost compared to MT36 and the fact that the
supply-demand balance can be met by WTs, PVs, and MT36.
MT36 will reach its maximum capacity firstly, and the remain-
ing generation-load gap will be filled by MT34. The ES will be
committed to discharge power when outputs of WTs and PVs
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Fig. 4. Predicted wind and solar power multipliers.

TABLE V
MT COMMITMENT STATES IN CASE 1

Fig. 5. Active power output of MTs in Case 1.

suffer from sudden drop and large generation ramp-up is
necessary around 18:00. Similarly in MG5, MT52 is always
committed. MT56 and MT510 are committed when there is
a large generation-load gap or MT52 reaches its capacity limit.

Fig. 6. Reactive power output of MTs in Case 1.

Fig. 7. Power output of ESs (negative-charging, positive-discharging, and
zero-idle).

B. Case 2: Self-Healing With Single Fault:

In this case, we assume that a single fault happens on
the line sections 13–18 in MG1 at 18:00 as shown in
Fig. 2. For illustration, it is assumed that the fault will
be cleared in 2 h [28] and the analysis is performed for
two time points 18:00 and 19:00 as an example. At 18:00,
the total load at buss 11–14 is 5 MW and 1.5 MVAR,
the output of WT is 1.682 MW. To ensure the power sup-
ply of loads at buses 11–14, the requested power support
is 3.3188 MW and 1.5 MVAR. The requested power sup-
port at 19:00 is 3.2110 MW and 1.3884 MVAR, which are
calculated in the same way. The allocation of the power sup-
port can be computed in a distributive way as discussed in
Section II. Fig. 8 shows the iteration of

∑
n∈N1

∑
i∈Gn∪En

Pi,t

at 18:00 for MGs without faults.
Each MG starts the iteration with its own total generation,

and exchanges information with its neighboring MGs in the
ring-connected cyber network. The algorithm converges to the
same value 5.963 MW, which is the averaged generation of all
normally-operating MGs, in 14 iterations. At the beginning,
each MG only knows its own generation; at the end, each
MG knows that the total active generation of all normally-
operating MGs at this point in time is 29.815 MW. It is of
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Fig. 8. Iteration of total active power output of DGs in all normally-operating
MGs at 18:00.

TABLE VI
REDISPATCH RESULTS OF MTS AND ESS IN CASE 2

note that the converged average generation is not the target
generation; instead, it will be used to calculate the allocated
support. The values of

∑
i∈D1n∪D2n

(LP
i,t + PD

i,t) and
∑

i∈Gn
δ

p
i +

∑
i∈Sn

Pdch,max
i can be calculated in the similar way. Finally,

each MG can calculate λ
p
t according to (2). In this case,

λ
p
t = 2.0112 at 18:00. The allocated power support for each

MG can be calculated using (3).
Table VI shows the redispatch results of MTs and ESs. For

example, MT22 ramps to its maximum capacity to provide
power support allocated to MG2. In the normal operation in
Case 1, the total generation cost at 18:00 and 19:00 is $2695.4;
in the self-healing mode in Case 2, the total generation cost
during the same period is $2788.3. The cost increases by
$92.9, which is due to the increased generation to support
the on-fault MG.

Fig. 9 presents the allocated power support and the actual
power support after reschedule. It can be seen that the sched-
uled power support of each MG matches the allocated power
support, which implies that the aggregated scheduled power
support matches the requested one.

C. Case 3: Self-Healing With Multiple Faults

In this case, we test the performance of the proposed method
with multiple faults in different MGs. It is assumed that two
faults happen in the networked-MG system at 3:00 A.M.: one
is in the line sections 13–18 in MG1 and the other is in the
line sections 42–44 in MG4. The two on-emergency MGs

Fig. 9. Allocated power support request and actual power support of each MG
in Case 2. (a) and (b) Active and reactive power support at 18:00, respectively.
(c) and (d) Active and reactive power support at 19:00, respectively.

TABLE VII
REDISPATCH RESULTS OF MTS AND ESS IN CASE 3

will receive support from MG2, MG3, MG5, and MG6. At
3:00 A.M., the requested power support is 4.1959 MW and
2.1621 MVAR; at 4:00 A.M., the requested power support
is 4.4174 MW and 2.2989 MVAR. Table VII presents the
reschedule results of MTs and ESs. The total generation cost
at 3:00 and 4:00 A.M. in Case 1 is $1574.1; the total genera-
tion cost during the same period in Case 3 is $1735.5, which
is $161.4 more than that in the normal operation mode.

Fig. 10 shows that the actual power support after redis-
patch matches the allocated power the support, which implies
that the aggregated scheduled power support meets the
requested one.

D. Case 4: Self-Healing of 40 MGs

In order to further verify the proposed architecture, we test
the performance of the proposed method in a network with
40 MGs connected with a common bus. Among the 40 MGs,
there are four configuration types which are the same as MG1,
MG2, MG4, and MG5 in Fig. 2, respectively. Each configu-
ration type has ten MGs. The EMSs of MGs are connected
via a ring cyber network. For illustration, we assume that five
of MG1-type MGs have the same fault locations as shown
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Fig. 10. Allocated power support request and actual power support of
each MG in Case 2. (a) and (b) Active and reactive power support at 3:00,
respectively (c) and (d) Active and reactive power support at 4:00, respectively.

Fig. 11. Total required and aggregated scheduled (a) active and (b) reactive
power support.

in Fig. 2, and five of MG4-type MGs have the same fault
locations as shown in Fig. 2. It is also assumed that the
faults happen at 8:00 A.M. and are cleared at 11:00 A.M.
Fig. 11 shows the total required power support and actual
aggregated scheduled power support meets each other during
the fault periods.

V. CONCLUSION

In this paper, we present a novel methodology for the opti-
mal operation and self-healing of networked MGs. In the
normal operation mode, each MG operates independently to
fulfill its own objective. In the self-healing mode, the on-
emergency MG receives local power support from other MGs.
A two-layer cyber communication and control protocol is pro-
posed to allocate the requested power support to each MG
in a decentralized way, where an EMS only communicates
with its neighboring EMSs. The proposed methodology has
the following notable advantages.

1) The self-adequate networked MGs can improve the
system operation, self-healing, and reliability.

2) The decentralized cyber communication and control
method is of lower cyber infrastructure costs and higher
reliability compared to a centralized method.

3) The privacy of each MG is respected since only infor-
mation on aggregated power is visible in the upper-layer
cyber network.

Case studies on systems with networked MGs show that the
proposed technique can improve the development of an intel-
ligent and resilient power distribution system. Future research
directions include economic considerations and dynamic sta-
bility issues in providing power support in the self-healing
mode.
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