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Abstract—Extended outages in distribution systems (DSs) dom-6
inated by distributed energy resources (DERs) require innovative7
black start (BS) strategies to ensure efficient and secure restoration.8
This paper proposes a two-stage stochastic resource allocation9
method within synchronizing dynamic microgrids for black start10
(SDMG-BS), enabling risk-averse and adaptive restoration across11
diverse scenarios while maintaining frequency security. Virtual12
synchronous generator (VSG)-controlled grid-forming inverters13
(GFMIs) with primary frequency governors are modeled as BS14
sources, with frequency response constrained by three transient15
indices to ensure stability during load pick-up. SDMG-BS enables16
location-independent synchronization among restored microgrids17
and the transmission grid (TG) via smart switches (SSWs). A18
scenario-based stochastic programming model addresses multi-19
source uncertainties, including seasonal variations in renewable20
output, load demand, and TG outage duration. The linear fre-21
quency model used in planning is validated to exceed 90% accuracy.22
Case studies on a modified IEEE 123-node feeder demonstrate that23
the proposed approach restores up to 20% more critical load than24
deterministic baselines, executes two MG synchronizations prior25
to TG reconnection, and maintains all transient frequency indices26
within safe bounds across all scenarios. The results highlight the27
effectiveness of SDMG-BS in enhancing resilience and operational28
flexibility under uncertainty.29

Index Terms—Black start, resource allocation, dynamic30
microgrids, synchronization, frequency security, stochastic31
optimization.32

I. INTRODUCTION33

FREQUENT transmission grid (TG) failures caused by34

severe weather and cyberattacks have led to an increas-35

ing number of blackouts in downstream distribution systems36

(DSs) [1]. As a result, the self-start capability of DSs supported37

by the black start (BS) technique is essential for managing38

outages and enhancing the system’s resilience without relying39
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on external resources. However, the traditionally used BS power 40

sources, such as diesel generators (DGs), are costly, necessi- 41

tating a novel and efficient BS strategy for modern distributed 42

energy resource (DER)-led DSs [2], [3]. 43

Despite the growing interest in DER-led BS strategies, 44

three critical gaps motivate this work. First, the dynamic fre- 45

quency performance of DERs, particularly grid-forming invert- 46

ers (GFMIs), is often oversimplified or overlooked in existing 47

BS models, undermining the accuracy of frequency stability 48

assessments during restoration [4], [5], [6]. Second, current 49

methods lack the flexibility to dynamically form microgrids 50

(MGs) throughout the restoration process [7]. While some stud- 51

ies attempt to model MG evolution, their approaches heavily 52

depend on the fixed locations of black-start-capable sources, 53

which limits their integration into comprehensive planning mod- 54

els [8], [9]. Third, the impact of key uncertainties—such as 55

fluctuating DER output and the unpredictable availability of the 56

TG—remains underexplored in BS resource allocation, poten- 57

tially reducing the resilience of restoration strategies [10], [11], 58

[12]. 59

BS resource allocation involves optimally placing and sizing 60

resources that can restore the DS while ensuring security and 61

efficiency [10], [13]. Unlike traditional methods that rely solely 62

on DGs, DER-based BS strategies integrate diverse resources for 63

rapid and comprehensive system recovery. Renewable energy 64

sources (RESs), such as photovoltaic (PV) systems and wind 65

turbines (WTs), are typically connected to the grid through 66

grid-following inverters (GFLIs), which lack self-start capa- 67

bility [14]. To energize these RESs and leverage them for 68

restoration, DSs utilize battery energy storage systems (BESSs) 69

with GFMIs to form MGs during the recovery process [15]. 70

The optimal location and sizing of GFMI-based BESSs are 71

crucial for effective BS strategies. Additionally, advancements 72

in communication and control technologies have led to the 73

development of smart switches (SSWs) capable of dynamic 74

reconfiguration, further enhancing the flexibility of DER-based 75

BS strategies [16]. 76

Several efforts have been made to model the frequency dy- 77

namics of DERs during restoration. A two-level BS framework 78

is proposed in [4], where a 7-th-order transient simulation model 79

for the GFMI-based DER is created to address frequency sta- 80

bility. However, this approach requires support from a dynamic 81
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simulation model to estimate the frequency nadir, which can be82

computationally complex for long-term planning problems like83

BS resource allocation. Additionally, it overlooks the rate of84

Change of Frequency (RoCoF). Similarly, a simulation-assisted85

service restoration model is presented in [5], where a droop-86

based controller for the GFMI-based DER is adopted to deal87

with the frequency fluctuations during the BS. To handle the88

restoration of a low inertia power system, a fast frequency89

response enabled bi-level optimization model is established90

in [6], where the RoCoF and the frequency nadir limit the91

maximum imbalanced power of the system. This model does92

not put constraints on frequency directly while the quasi-steady93

frequency regulation of DER is neglected. To fully utilize the po-94

tential of GFMI-based DER and overcome significant frequency95

variations during the BS, a comprehensive dynamic model that96

includes multiple transient indices is currently lacking in the97

literature.98

Beyond frequency dynamics, synchronization among restored99

MGs and with the TG is another critical aspect of BS operations.100

Many existing works [4], [5], [6], [7] form isolated MGs at the101

end of the restoration process, but their continuous operation102

is questionable when relying solely on DER-based BS and103

restoration. A frequency-based synchronization is necessary104

for the continuous operation of MGs supported by DERs. A105

reactive power synchronization method for BS supported by106

PV systems is proposed in [17] to avoid the impact of active107

power variations on synchronism. However, this method restricts108

the optimization of synchronization during BS. To mitigate the109

inrush energization current and supply a smooth synchroniza-110

tion with neighboring MGs, a modified virtual synchronous111

generator (VSG) controller is designed for GFMI-based DERs112

in [18], validated in a real-time platform. Still, this method113

prohibits the assistance between the restored MGs and only114

relies on a fixed synchronization scheme after the entire system is115

energized. Pioneering works in [8], [9] have proposed efficient116

BS strategies for the DS, where the dynamic boundaries for117

networked MGs allow synchronization during the restoration.118

However, these studies depend on the location of MGs and the119

structure of DS, which restricts the flexibility of the choice of120

BS path. A more elastic synchronizable BS method is needed121

to find optimal cranking paths for BS at the resource allocation122

stage that considers the location and size of GFMIs as a decision123

variable.124

Existing BS resource allocation models often employ deter-125

ministic approaches, failing to address uncertainties such as126

varying RES output, fluctuating load demands, and random fault127

events [10], [11], [12]. A model predictive control-based restora-128

tion framework is proposed in [19], where the uncertainties of BS129

resources in the MG are handled with representative scenarios130

derived from discrete probability distributions of the forecast er-131

rors. Multi-source uncertainties, including the time-varying RES132

output, load demand, and random fault events, are considered133

in [20] to restore the DS and improve the system’s reliability. In134

addition, the upstream TG outage duration is also a random event135

impacting the BS process. Ignoring these uncertainties can lead136

to suboptimal resource allocation decisions, which may prolong137

the DS restoration time. Incorporating these uncertainties is 138

critical for robust and effective BS strategies. 139

Therefore, this paper proposes a frequency-constrained two- 140

stage stochastic resource allocation model within synchroniz- 141

able dynamic microgrids for black start (SDMG-BS) to address 142

the multi-source uncertainties of BS resource allocation. This 143

model considers the dynamic performance and coordination 144

among restored MGs and with the TG. In summary, the technical 145

contributions of this paper are as follows: 146
� A dynamic frequency response model for GFMI-based, 147

VSG-embedded BESS with the primary frequency gover- 148

nor (PFG) is developed, introducing constraints on tran- 149

sient frequency indices to enhance MG resilience and 150

frequency security during BS. 151
� A SDMG-BS framework is proposed to facilitate the 152

restoration of DER-domained DSs. MGs supported by 153

GFMI-based BESS dynamically synchronize at the same 154

frequency through SSWs, accelerating and improving 155

overall recovery. 156
� A two-stage stochastic resource allocation model in the 157

SDMG-BS is formulated to determine the optimal sit- 158

ing and sizing of GFMI-based BESSs and placement of 159

SSWs, incorporating uncertainties such as RES output, 160

load demand, and TG outage duration to ensure robust and 161

adaptive restoration. 162

The remainder of this paper is organized as follows. Section II 163

presents the modeling of critical equipment employed in DS 164

restoration. Section III details the formulation of the proposed 165

two-stage stochastic resource allocation model for SDMG-BS. 166

And then, the simulation system and generated uncertainty 167

scenarios are described in Section IV. Further, three cases are 168

designed and studied to validate the developed framework in 169

Section V. Finally, Section VI concludes the whole work. 170

II. MODELING OF CRITICAL EQUIPMENT 171

In this section, the modeling of critical equipment involved in 172

the BS process is presented, with emphasis on the two core BS 173

resources: the GFMI-based BESS and the SSW. First, the sets 174

and notations used throughout the formulation are introduced. 175

Second, the dynamic frequency response of the GFMI-based 176

BESS, which forms the foundation for autonomous restoration, 177

is modeled based on VSG and PFG control principles. Third, 178

the synchronization-enabled SSW, which facilitates the safe 179

interconnection of restored MGs, is modeled to support the 180

dynamic formation of networked MGs. Lastly, the cold load 181

pickup (CLPU) effect is characterized to capture demand surges 182

during restoration. 183

A. Preliminary Sets 184

For a given DS, denoted as Γ = (B,L,Φ), where B, L, and Φ 185

represent the sets of buses, branches, and phases, respectively, 186

the DS is partitioned into multiple segments, referred as bus 187

blocks. These segments, connected via switches, are represented 188

by the set G. Certain segments, identified by the subset V , are 189
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Fig. 1. Control block diagram of the VSG controlled GFMI-based BESS.

selected as candidate locations for BESS installations, facilitat-190

ing the formation of MGs due to their self-starting capability191

during BS. A set W is further defined to ensure that each syn-192

chronization occurs only between two distinct MGs, expressed193

as:194

W = {{k, l}|k ∈ V, l ∈ V, k �= l} . (1)

The restoration process is modeled over an optimization horizon,195

represented by the set T , while scenario-based uncertainties are196

described by the set O.197

B. Modeling of GFMI-Based BESS198

GFMI-based BESSs act as voltage and frequency reference199

sources during the restoration process. These systems can self-200

start and autonomously energize de-energized network seg-201

ments, form islanded MGs, and support dynamic load pickup.202

1) VSG-Controlled BESS With the PFG: As shown in Fig. 1,203

GFMI-based BESSs regulate MG frequency and voltage using204

frequency and voltage controllers.205

With the VSG, at the core of the frequency control loop, a206

droop-based PFG is employed to further narrow the frequency207

deviation after load pick-up events [21]. The PFG models the208

time delay of the phase-locked loop (PLL) while measuring the209

frequency. Given this structure, for each BESS at k ∈ V , the210

transfer function between the variation of the MG frequencyΔfk211

and the change of the electrical load power Δpeleck is expressed212

as:213

Δfk =

[
1 + sT PLL

k

s2 + 2ξkωn
k s+ (ωn

k )
2

]
(ωn

k )
2 Δpeleck

Dp
k +Kf−p

k

,

(2a)

where, (ωn
k )

2 =
Dp

k +Kf−p
k

2HkT PLL
k

, and (2b)

ξk =
2Hk +Dp

kT
PLL
k

2
(
Dp

k +Kf−p
k

)ωn
k (2c)

Here, Hk and Dp
k are the VSG controller’s inertia constant and214

damping factor,Kf−p
k is the droop gain of the droop-based PFG,215

and T PLL
k is the time constant of the PLL in the MG k. s is216

a Laplace complex frequency. This represents a second-order217

frequency response whose natural frequency and damping ratio218

Fig. 2. Typical frequency response curve.

are ωn
k and ξk, respectively. Note that all the parameters in (2) 219

are defined per unit except for Hk and T PLL
k . 220

The voltage controller adjusts the terminal voltage to follow 221

the defined V-Q droop (Kv−q). Since the location of the BESS 222

is an optimization variable, all three-phase buses in MG k are 223

considered as potential sites for installation, represented by the 224

subset Bk,3φ. To comply with the format of the branch power 225

flow of DS, for all k ∈ V , n ∈ Φ, and t ∈ T , the voltage of the 226

GFMI-based BESS at bus i ∈ Bk,3φ is controlled as: 227

vi,n,t,o ≤ yBESS
i

[(
V b
i

)2
+Δvinci,t,o

]
+ (1− yBESS

i )M, (3a)

vi,n,t,o ≥ yBESS
i

[(
V b
i

)2
+Δvinci,t,o

]
− (1− yBESS

i )M. (3b)

where vi,n,t,o is the square of the voltage magnitude at bus i, 228

phase n and time t in scenario o, V b
i is the nominal voltage of 229

bus i,Δvinci,t,o is the incremental adjustment of voltage magnitude 230

at bus i, yBESS
i is a binary variable to represent whether the 231

BESS should be installed at bus i or not, and M is a big positive 232

number. Further details about the derivation of the expression of 233

the voltage controller are discussed in Appendix A. 234

2) Analytic Expressions of Dynamic Frequency Indices: As 235

shown in Fig. 2, when there is a load pick-up event, for example, 236

in time t1, the frequency of the GFMI will dynamically respond 237

according to the VSG and PFG’s characteristics. Three signifi- 238

cant indices can capture this transient process: the RoCoF fRoC
max, 239

the quasi-steady state (QSS) frequency fQSS, and the frequency 240

nadir fnadir, separately [22]. 241

During the normal operation period, the frequency of the MG 242

k ∈ V is inherited from its QSS frequency at the last time, which 243

implies for all o ∈ O, 244

fk,t,o = fQSS
k,t,o, ∀t ∈ T \ (T 0 ∪ T sync), (4)

where fk,t,o is the frequency of the MG k, T 0 and T sync are 245

the sets including the BS beginning time and synchronization 246

moments, individually. 247

For the established VSG-controlled, GFMI-based BESS with 248

the second-order format in the MG k, those dynamic frequency 249

indices at the disturbance moment t ∈ T for scenario o ∈ O can 250

be expressed as follows, 251

fRoC
k,t,o,max =

−ΔpBESS
k,t,o

2HkSBESS
k,nom

, (5a)

fQSS
k,t,o = fk,t−1,o −

ΔpBESS
k,t,o(

Dp
k +Kf−p

k

)
SBESS
k,nom

, (5b)
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fnadir
k,t,o = fk,t−1,o −

ΔpBESS
k,t,o

(
1 + λnadir

k

)
(
Dp

k +Kf−p
k

)
SBESS
k,nom

, (5c)

λnadir
k = αnadir

k

√
1− ξ2ke

−ξkω
n
k tnadir

k , (5d)

αnadir
k =

√
1− 2T PLL

k ξkωn
k +

(
T PLL
k ωn

k

)2
1− ξ2k

, (5e)

tnadirk =
arctan

(
ωr

kT
PLL
k

ξkωn
kT PLL

k −1

)
ωr
k

, ωr
k = ωn

k

√
1− ξ2k, (5f)

where ΔpBESS
k,t,o is the total variation of the output of the BESS252

in MG k at time t versus time t− 1, which is equal to the253

Δpeleck,t,o. SBESS
k,nom is the nominal rated power of the BESS in254

the MG k, λnadir
k is the frequency nadir ratio versus the QSS255

frequency,αnadir
k is an intermediate parameter for the frequency256

nadir, tnadirk is when the frequency reaches to the nadir after the257

transient process starts. All these three later parameters related258

to the frequency nadir are constant parameters.259

C. Modeling of the SSW260

SSWs are deployed to safely interconnect previously en-261

ergized MGs during the BS process. Each SSW is equipped262

with embedded synchronism-check logic to verify alignment263

in voltage magnitude, phase angle, and frequency between the264

two MGs prior to closure [23]. This capability enables dynamic265

and controlled formation of networked MGs—an essential step266

toward coordinated, system-wide restoration.267

Before the upstream TG becomes available, GFMI-based268

BESSs form isolated MGs that autonomously energize nearby269

segments lacking self-start capability. Dynamically merging270

these MGs via SSWs not only expands the energized network271

but also accelerates overall system recovery.272

An SSW supports telemetry and remote control and may close273

only when synchronization conditions are met. These include274

matched frequency, voltage magnitude, phase sequence, and275

voltage angle between the two connecting MGs. As shown276

in [23], when these electrical states are aligned, and branch flow277

constraints are satisfied, the instantaneous power transfer across278

the SSW at closure is effectively zero. Therefore, in this work,279

synchronization criteria are simplified as (i) identical frequency280

and (ii) zero branch power flow at the switching instant.281

To model these capabilities in a tractable and optimization-282

compatible form, the SSW is represented by three core functions:283

(i) a frequency monitoring function to assess synchronization284

readiness; (ii) a frequency coordination function to initiate fre-285

quency convergence via GFMI-based BESSs; and (iii) a zero286

power flow enforcement function to ensure safe, transient-free287

closure. These functions are detailed in the following content288

and integrated into the resource allocation framework to support289

dynamic MG formation.290

1) Frequency Monitoring Function: This function checks291

whether the frequency difference between two candidate MGs292

is within a safe threshold. Synchronization is allowed only when293

this condition is satisfied.294

Given the set storing the location of switches as LSW, for each 295

(i, j) ∈ LSW, a binary variable uSSW
ij,t,o is defined to describe the 296

status of the SSW (i, j), which is dynamically decided during 297

the optimization process as follows: 298

fi,t,o ≤ fj,t,o +
(
1− uSSW

ij,t,o

)
M +

ε

2
, (6a)

fi,t,o ≥ fj,t,o −
(
1− uSSW

ij,t,o

)
M − ε

2
, (6b)

where fi,t,o is the bus i’s frequency, M is a big positive number, 299

and ε is the synchronization threshold. 300

2) Frequency Coordination Function: Once synchronization 301

is deemed feasible, this function triggers a signal to the GFMI- 302

based BESS to adjust its frequency, ensuring convergence be- 303

tween the two MGs. 304

Denote the synchronization signal sent from SSWs to the MG 305

k by δsynk,t,o, the frequency of the GFMI-based BESS in each MG, 306

which rules other frequencies in other places of the MG it forms, 307

shown in (4), can be modified as follows: 308

fk,t,o = yBESS
k fk,0,o, ∀t ∈ T 0, (7a)

fk,t,o = fQSS
k,t,o + δsynk,t,oΔfsyn

k,t,o, ∀t ∈ T \ T 0, (7b)

δsynk,t,o =
∑

(i,j)∈LSW ΔuSSW
ij,t,o

∑
{k,l}∈W Δusyn

kl,t,o, (7c)

where yBESS
k is a binary variable to present whether the BESS is 309

installed at segment k to form an MG to restore the DS, fk,0,o 310

is the value of the frequency of the BESS at the beginning of 311

the BS in scenario o, Δfsyn
k,t,o is the synchronization frequency 312

adjustment amount of the MG k, and usyn
kl,t,o is a binary variable 313

representing the synchronization status between the MG k and 314

l. 315

3) Zero Power Flow Enforcement Function: At the switching 316

instant, this function ensures zero active and reactive power flow 317

across the SSW by enforcing matched voltage and phase angle 318

conditions. 319

For each (i, j) ∈ LSW and t ∈ T , 320

pij,t,o ≤
(
1−ΔuSSW

ij,t,o

)
pij,max, (8a)

pij,t,o ≥
(
ΔuSSW

ij,t,o − 1
)
pij,max, (8b)

qij,t,o ≤
(
1−ΔuSSW

ij,t,o

)
qij,max, (8c)

qij,t,o ≥
(
ΔuSSW

ij,t,o − 1
)
qij,max, (8d)

wherepij,t,o andqij,t,o are the column vectors storing the branch 321

active and reactive power at switch ij, respectively. pij,max and 322

qij,max are the column vectors storing the maximum active and 323

reactive power for the branch (i, j), respectively. 324

D. Modeling of CLPU 325

During BS, initial current demand can surge to several times 326

the nominal level due to simultaneous activation of thermal 327

and motor loads. This phenomenon is known as the CLPU 328

effect [24]. During the CLPU effect, the load current declines 329

exponentially as the loads gradually diversify over time. The 330

duration of this process can vary from minutes to hours. 331
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In addition, the diversified loads in the DS can be classified332

as the critical load (CL) and the non-critical load (NL) based on333

their recovery priority. The CLs in a segment must be restored334

once the power is delivered to this bus block, while the NLs can335

be restored in an optimal way.336

To catch the dynamic process of the CLPU effect and the337

different recovery properties of the CL and the NL, two staircase-338

based functions are developed to model the loads. The buses339

connected with CLs and NLs are collected into BCL and BNL,340

respectively. For the segment m ∈ G, the set storing its buses341

can be noted as Bm. Then, the set including buses in segment342

m and connected with CLs is defined as BCL
m = BCL ∩ Bm. For343

each bus i ∈ BCL
m , t ∈ T , and o ∈ O, the CLs during the BS can344

be modeled as follows,345

pCL
i,t,o = pDL

i,t,o

[∑3
j=1

(
βjΔuSG

m,t−(j−1),o

)
+ uSG

m,t,o

]
, (9a)

qCL
i,t,o = pCL

i,t,o tan
(
θCL
i

)
, (9b)

where pCL
i,t,o and pDL

i,t,o are column vectors storing the restored346

and nominal active load demand at bus i, time t, and scenario o,347

separately. β1, β2, and β3 are the CLPU coefficients. uSG
m,t,o is a348

binary variable representing the energized status of the segment349

m, which highlights the priority of the CL in a segment. qCL
i,t,o350

and qDL
i,t,o are column vectors storing the restored reactive CL351

demand and actual reactive load demand at bus i, time t, and352

scenario o, individually. θCL
i is the power factor angle of the CL353

at bus i.354

Similarly, the set including buses in segmentm and connected355

with NLs is defined as BNL
m = BNL ∩ Bm. For each bus i ∈ BNL

m ,356

t ∈ T , and o ∈ O, the NLs is modeled as,357

pNL
i,t,o = pDL

i,t,o

[∑3
j=1

(
βjΔzBi,t−(j−1),o

)
+ zBi,t,o

]
, (10a)

qNL
i,t,o = pNL

i,t,o tan
(
θNL
i

)
, (10b)

zBi,t,o ≤ uSG
m,t,o, z

B
i,t−1,o ≤ zBi,t,o, (10c)

where pNL
i,t,o and qNL

i,t,o are column vectors storing the restored358

active and reactive NL demand at bus i, time t, and scenario o,359

separately. zBi,t,o is a binary variable representing the energized360

status of the NL at bus i, time t, and scenario o, which is361

dominated by the segment status. θNL
i is the power factor angle362

of the NL at bus i.363

III. MATHEMATICAL FORMULATION364

In this section, we first describe the resource allocation pro-365

cess for deploying BS resources at the initial stage. Next, we366

formulate the SDMG-BS framework for the DS at the second367

stage. Finally, we present a comprehensive narration of this368

two-stage stochastic model.369

A. First Stage Resource Allocation Problem370

1) Objective of Resource Allocation: The objective of the371

resource allocation stage is to minimize the total investment372

cost associated with the deployment of BS resources. Noting373

that the minimum number of SSWs required to enable dynamic374

MG formation equals the number of deployed GFMI-based375

BESS units minus one, the first-stage allocation problem can 376

be formulated as the following optimization: 377

minF alloc =
∑

k∈V

(
yBESS
k + SBESS

k,nom + EBESS
k,nom

)
, (11)

where F alloc is the allocation objective, and EBESS
k,nom denotes the 378

nominal rated capacity of the BESS for MG k ∈ V . 379

2) Constraints on BESS Allocation Inside MGs: For each 380

MG k ∈ V , the installed GFMI-based BESS at its three-phase 381

buses, satisfying, 382

yBESS
i SBESS

min ≤ SBESS
i,nom ≤ yBESS

i SBESS
max , (12a)

yBESS
i EBESS

min ≤ EBESS
i,nom ≤ yBESS

i EBESS
max , (12b)

where SBESS
min , SBESS

max are the minimum and maximum allowable 383

rated powers, andEBESS
min ,EBESS

max are the minimum and maximum 384

allowable capacities for a single BESS. The nominal capacity 385

EBESS
i,nom pertains to the BESS at bus i ∈ Bk,3φ. 386

Additionally, each MG requires exactly one GFMI-based 387

BESS to provide frequency and voltage references before merg- 388

ing with other MGs: 389∑
i∈Bk,3φ

yBESS
i = yBESS

k , (13a)∑
i∈Bk,3φ

SBESS
i,nom = SBESS

k,nom, (13b)∑
i∈Bk,3φ

EBESS
i,nom = EBESS

k,nom, (13c)

while the (13c) is stated to simplify the expression of the formu- 390

lation. 391

3) Constraints on BESS Allocation Among MGs: To ensure 392

the BS process is successful, at least one MG should be available 393

before the TG is available. In addition, the total deployed BESS 394

resources for the BS are restricted by the DS budget. These 395

requirements among the MGs can be concluded as, 396∑
k∈V y

BESS
k ≥ 1, (14a)∑

k∈V S
BESS
k,nom ≤ SBESS

budget, (14b)∑
k∈V E

BESS
k,nom ≤ EBESS

budget, (14c)

where SBESS
budget and EBESS

budget are the overall budgets for the rated 397

power and capacity of the BESS assigned to the BS, respectively. 398

4) Constraints on SSW Allocation: Some ESWs are replaced 399

with SSWs to enable synchronization during BS. To minimize 400

costs and maximize flexibility, the number of deployed SSWs is 401

constrained as, 402∑
(i,j)∈LSW ySSW

ij =
∑

k∈V y
BESS
k − 1, (15)

where ySSW
ij is a binary variable to present whether the switch at 403

(i, j) is replaced with a SSW. 404

B. Second Stage SDMG-BS Problem 405

1) Objective of BS: The second-stage objective is to maxi- 406

mize the total restored loads over the restoration horizon, 407

maxF restor
o =

∑
t∈T

[
γCL ∑

i∈BCL

(
1T
|Φi|p

CL
i,t,o

)
+γNL ∑

i∈BNL

(
1T
|Φi|p

NL
i,t,o

)]
Δt, (16)
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where F restor
o is the objective function of the BS in scenario408

o, γCL and γNL are weighting coefficients for the CL and NL,409

separately. Φi is the set storing the phases of loads connected410

at bus i, 1T
|Φi| is the transpose of a column vector with all |Φi|411

elements being one, Δt is the duration between t and t− 1.412

2) Constraints on BS Energization:413

a) Energizing switches (ESW) action: For each switch414

(i, j) ∈ LSW, if it’s not chosen to be replaced with the SSW, it415

operates as an ESW during the BS, whose action is constrained416

as,417

uESW
ij,t,o ≤ 1− ySSW

ij , (17a)

uESW
ij,t,o ≤ uB

i,t−1,o + uB
j,t−1,o, (17b)

ΔuESW
ij,t,o ≤ 2− uB

i,t−1,o − uB
j,t−1,o, (17c)

where uESW
ij,t,o is a binary variable to indicate whether the ESW418

(i, j) is closed, uB
i,t,o is a binary variable to present the energized419

status of the bus i of the ESW (i, j). As shown in (17a), the action420

of the ESW (i, j) will be blocked if the SSW is placed here. The421

ESW (i, j) can act to energize other non-MG segments once422

one end of it belongs to a powered MG, but it cannot be used to423

synchronize two operated MGs as depicted in (17b) and (17c).424

b) SSWs action: If a switch (i, j) ∈ LSW is chosen to be425

replaced with a SSW, it will be capable of synchronizing two426

MGs during the BS, whose action is constrained as,427

uSSW
ij,t,o ≤ ySSW

ij , (18a)

uSSW
ij,t,o ≥ uSSW

ij,t−1,o, (18b)

2uSSW
ij,t,o ≤ uB

i,t−1,o + uB
j,t−1,o, (18c)

where uSSW
ij,t,o is a binary variable to indicate whether the SSW428

(i, j) is closed, and ε is a small positive number. As illustrated429

in (18a), the SSW (i, j) will be blocked if it is not deployed.430

Eq (18b) shows that the action of SSW is irreversible. Eq (18c)431

requires the SSW (i, j) can only be used to do the synchroniza-432

tion.433

c) Segment energization status: Given the set storing the434

non-switchable line of DS as LLN, and the set collecting the435

branch inside a segment m ∈ G as Lm, the set including the436

lines inside the segment m can be defined as LLN
m = LLN ∩ Lm.437

Similarly, the set holding the switch inside a segment can be438

defined as LSW
m = LSW ∩ Lm. And then, for each segment m,439

its energization status is constrained as follows,440

uSG
m,t,o ≥ uSG

m,t−1,o, (19a)

uSG
m,t,o = uB

i,t,o, ∀i ∈ Bm, (19b)

uSG
m,t,o = uL

ij,t,o, ∀(i, j) ∈ LLN
m , (19c)

uSG
m,t,o ≥ uESW

ij,t,o, ∀(i, j) ∈ LSW
m , (19d)∑

(i,j)∈LSW
m

ΔuESW
ij,t,o ≤ uSG

m,t−1,oM + 1, (19e)

where uL
ij,t,o is a binary variable that stands for the energized441

status of the branch (i, j). As described in (19a), once the442

segment is energized, it will be powered until the end of the443

optimization. Meanwhile, all the buses and non-switchable lines444

inside the segment should have the same status as the segment 445

itself, as shown in (19b) and (19c). The black-out segment can 446

only be energized by one of ESWs belonging to it at the same 447

time, as shown in (19d) and (19e). 448

d) Radiality of the DS: The radial topology of DS is re- 449

quired to maintain during the BS, which is dynamically con- 450

strained as follows, 451∑
(i,j)∈L

uL
ij,t,o =

∑
i∈B

uB
i,t,o −Rt,o, (20a)

Rt,o =
∑
k∈V

yBESS
k +

∑
i∈BTG

uB
i,t,o−

∑
(i,j)∈LSW

uSSW
ij,t,o, (20b)

where Rt,o is the number of root buses, BTG is the set collecting 452

the TG buses. The radiality of DS is guaranteed by (20a), while 453

Rt,o is dynamically decided during the BS process in (20b). 454

3) Constraints on Synchronization Processes: 455

a) Frequency consensus constraints: Define the set, in- 456

cluding buses at of switches belonging to segment k, as BSW
k . 457

Then, for each k ∈ V , the frequencies of bus i ∈ BSW
k inside the 458

MG k are ruled as follows, 459

fi,t,o ≤ fk,t,o + (1− yBESS
k )M, (21a)

fi,t,o ≥ fk,t,o − (1− yBESS
k )M. (21b)

Furthermore, for each general segment m ∈ G, the frequencies 460

of bus i ∈ BSW
m should be uniform at every moment due to their 461

same energized status shown in (19b), which is concluded as 462

follows, 463

fi,t,o = fj,t,o, ∀j ∈ BSW
m , j �= i. (22)

b) Frequency propagation constraints: Once a ESW 464

(i, j) ∈ LSW is closed to pick up a non-MG segment, the fre- 465

quency of the MG it is associated with is passed to that new 466

energized segment as follows, 467

fi,t,o ≤ fj,t,o +
(
1− uESW

ij,t,o

)
M, (23a)

fi,t,o ≥ fj,t,o −
(
1− uESW

ij,t,o

)
M, (23b)

c) Synchronization indicative constraints: Based on the 468

propagation mechanism of frequency during the energization 469

stage of BS depicted in Eqs. (21) to (23), the synchronization 470

moment happening between the MG k and l in the set V at time 471

t ∈ T in scenario o ∈ O, where {k, l} ∈ W , can be captured as, 472

usyn
kl,t,o ≥ usyn

kl,t−1,o, (24a)

(2− yBESS
k − yBESS

l ) = μkl, (24b)

usyn−
kl,t,o + usyn

kl,t,o + u
syn+

kl,t,o = 1, (24c)

εusyn−
kl,t,o −

ε

2
usyn
kl,t,o −Mu

syn+

kl,t,o ≤ fl,t,o − fk,t,o + μkl, (24d)

Musyn−
kl,t,o +

ε

2
usyn
kl,t,o − εu

syn+

kl,t,o ≥ fl,t,o − fk,t,o + μkl, (24e)

where μkl is an intermediate variable standing for whether 473

deploying GFMI-based BESS inside the segment k and l at the 474

same time. usyn−
kl,t,o and u

syn+

kl,t,o are the binary variables represent- 475

ing the left and right synchronization indicators between the MG 476

k and l, respectively. 477
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Additionally, to decrease the inrush current of the GFMI-478

based BESS at the synchronization moment, the number of479

MGs merged into another MG should be restricted to one. For480

any two elements {k, l} and {m,n} in W , define the set X =481

{{k, l,m, n}}, where |{k, l} ∩ {m,n}| = 1. And then, for each482

{k, l,m, n} ∈ X , the above extra synchronization constraint is483

modeled as,484

Δusyn
kl,t,o +Δusyn

mn,t,o − usyn
ln,t,o ≤ 1, (25)

where {l, n} = ({k, l} ∪ {m,n}) \ ({k, l} ∩ {m,n}).485

4) Constraints on System Operation:486

a) TG outage and recovery: The TG is unavailable during487

the BS until the fault transmission line is repaired. Given the set488

storing the TG bus as BTG, the output and status of TG i ∈ BTG489

is constrained with its indicative binary variable uTG
i,t,o at each490

t ∈ T and o ∈ O as follows,491

vi,t,o = uTG
i,t,o1|Φ|, (26a)

fTG
i,t,o = 60uTG

i,t,o, (26b)(
1
3S

TG
i,max

)2 ≥ max
n∈Φ

{(
pTG
i,n,t,o

)2
+
(
qTG
i,n,t,o)

2
)}

, (26c)

where pTG
i,n,t,o and qTG

i,n,t,o are the active and reactive output of492

TG’s nth phase. STG
i,max is the maximum rated power of TG at493

bus i. fTG
i,t,o is the TG’s frequency.494

b) Model of BESS: The output of the BESS at bus i ∈495

Bk,3φ for each k ∈ V is constrained by the planned rated power496

and capacity at the first stage, which is illustrated as follows,497

SoCi,t,o = SoCi,t−1,o − 1T
|Φi|p

BESS
i,t,o /E

BESS
i,nom, (27a)

	SoC
 ≤ SoCi,t,o ≤ �SoC�, (27b)(
1
3S

BESS
i,nom

)2 ≥ max
n∈Φ

{(
pBESS
i,n,t,o

)2
+
(
qBESS
i,n,t,o)

2
)}

, (27c)

where pBESS
i,t,o and qBESS

i,t,o are the column vectors collecting the498

active and reactive output of the BESS at bus i, separately.499

pBESS
i,n,t,o and qBESS

i,n,t,o are the n-th phase value of pBESS
i,t,o and qBESS

i,t,o ,500

separately. SoCi,t,o is the state of charge (SoC) of the BESS at501

bus i.502

In addition, the next constraints are introduced to express the503

active output of the BESS belonging to the MG k ∈ V ,504

pBESS
k,t,o =

∑
i∈Bk,3φ

pBESS
i,t,o . (28)

c) Frequency security constraints: Given the dynamic fre-505

quency indices of the transient process and the full frequency506

expression under normal operation in (5) and (7), respectively,507

for each k ∈ V and t ∈ T , the following constraints are intro-508

duced to guarantee the frequency security during the transient509

and normal process of the BS,510

	fRoC
max
 ≤ fRoC

k,t,o,max ≤ �fRoC
max�, (29a)

	fQSS
 ≤ fQSS
k,t,o ≤ �fQSS�, (29b)

	fnadir
 ≤ fnadir
k,t,o ≤ �fnadir�, (29c)

	fk
 ≤ fk,t,o ≤ �fk�, (29d)

where 	·
 and �·� are the lower and upper limit operators of a 511

variable, respectively. 512

d) Model of PV: The active power output of a behind-the- 513

meter PV system depends on the fluctuating environmental con- 514

ditions, such as solar irradiance and temperature. Meanwhile, 515

its reactive power output is controlled to maintain a fixed power 516

factor, as specified by the grid operator. According to IEEE Std 517

1547-2018 [25], DERs, including PV systems, are permitted to 518

operate in constant power factor mode, where reactive power 519

is proportionally adjusted to match a specified ratio with active 520

power output. 521

Given the set containing the buses with PV systems as BPV, 522

for each bus i ∈ BPV, let ηi,t,o denote its real-time output ratio, 523

the active and reactive power injections are expressed in vector 524

form as follows. 525

pPV
i,t,o = 1

3S
PV
i,nomηt,o1|Φi|, (30a)

qPV
i,t,o = 0.352pPV

i,t,o, (30b)

where pPV
i,t,o and qPV

i,t,o are the column vectors collecting the 526

active and reactive output of the PV at bus i, respectively.SPV
i,nom 527

is the nominal rated power of the PV at bus i. | · | is an operator 528

calculating the cardinality of a set. 529

This formulation ensures that the inverter adheres to the fixed 530

power factor requirement while responding to time-varying solar 531

generation. A detailed derivation of this modeling approach is 532

provided in [26]. 533

e) Unbalanced linear power flow: Define the set collect- 534

ing the child buses of bus i as Bch
i , the nodal power balance 535

constraints for all i ∈ B at time t ∈ T in scenario o ∈ O can be 536

expressed as follow, 537

pi,t,o =
∑
j∈Bch

i

(
Λ|Φhi|×|Φij |pij,t,o

)
− phi,t,o (31a)

qi,t,o =
∑
j∈Bch

i

(
Λ|Φhi|×|Φij |qij,t,o

)
− qhi,t,o, (31b)

pi,t,o = pTG
i,t,o + pBESS

i,t,o + pPV
i,t,o − pCL

i,t,o − pNL
i,t,o (31c)

qi,t,o = qTG
i,t,o + qBESS

i,t,o + qPV
i,t,o − qCL

i,t,o − qNL
i,t,o (31d)

where pi,t,o and qi,t,o are the column vectors storing the injec- 538

tion active and reactive power at bus i, individually. Φij is a set 539

including the phases of branch ij. Λ|Φhi|×|Φih| is a matrix with 540

|Φhi| rows and |Φij | columns, whose elements in Φj row all are 541

one. 542

The phase voltages located at the ends of a branch (i, j) ∈ L 543

at time t ∈ T in scenario o ∈ O are combined with the following 544

constraints, 545

vj,t,o ≤
[
v
Φij

i,t,o − 2
(
rijpij,t,o + xijqij,t,o

)
+
(
1− uL

ij,t,o

)
MΦij

]
, (32a)

vj,t,o ≥
[
v
Φij

i,t,o − 2
(
rijpij,t,o + xijqij,t,o

)
−
(
1− uL

ij,t,o

)
MΦij

]
, (32b)
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with,546

uL
ij,t = uESW

ij,t + uSSW
ij,t , ∀(i, j) ∈ LSW, (33)

where vj,t,o is a column vector storing the square of the voltage547

magnitude at bus j, ·Φij is an operator extracting the phase548

elements of branch (i, j). rij and xij are matrices associated549

with branch resistance and reactance, whose calculations are550

described in [27].551

Moreover, to keep the normal operation of the restored seg-552

ments, for each (i, j) ∈ L and i ∈ B, the following constraints553

need to be satisfied,554

−uL
ij,t,opij,max ≤ pij,t,o ≤ uL

ij,t,opij,max, (34a)

−uL
ij,t,oqij,max ≤ qij,t,o ≤ uL

ij,t,oqij,max, (34b)

uB
i,t,o	vi
 ≤ vi,t,o ≤ uB

i,t,o�vi�, (34c)

where pij,max and qij,max are the column vectors storing the555

maximum active and reactive power for the branch (i, j), re-556

spectively.557

C. Full Resource Allocation Formulation in SDMG-BS558

The complete two-stage stochastic resource allocation model559

integrates the objectives and constraints from the first and second560

stages as follows,561

min F alloc − ζ
∑
o∈O

πoF
restor
o , (35)

s.t. Resoure Allocation Constraints: Eq. (12) ∼ (15), (36)

Switches Action Constraints: Eq. (17) ∼ (18), (37)

Energization Constraints: Eq. (19) ∼ (20), (38)

Synchronization Constraints: Eq. (8), (21) ∼ (25), (39)

Frequency Security Constraints: Eq. (5), (7), (29), (40)

Power Flow Constraints: Eq. (3), (31) ∼ (34), (41)

CLPU Constraints: Eq. (9) ∼ (10), (42)

Power source Output Constraints: Eq. (27) ∼ (30), (43)

where ζ is the scaling weight in $/kWh and πo is the probability562

of the scenario o.563

Scalability Remark: As a long-term planning model, the564

proposed SDMG-BS formulation emphasizes optimality and565

robustness over real-time computation speed. While additional566

binary variables are introduced—particularly to handle flexi-567

ble synchronization among dynamically formed MGs—these568

variables grow with the number of candidate BESS locations.569

Specifically, the synchronization indicative constraints, shown570

in Eqs. (24) and (25)), scale as (3T + 1)
(
n
2

)
for n BESS candi-571

dates and T time steps. In practice, however, geographical and572

electrical constraints often limit BESS deployment to a small573

subset of three-phase buses, thereby ensuring the model remains574

computationally tractable for realistic system sizes.575

Fig. 3. Modified IEEE 123-node feeder diagram.

IV. SIMULATION SETUP 576

In this section, we first outline the adopted simulation system 577

and parameters. Following this, we explain the defined uncer- 578

tainty scenarios. 579

A. System Architecture and Parameters 580

The three-phase unbalanced IEEE 123-node feeder is em- 581

ployed to design the BS plan for the DS. The modified DS 582

diagram is shown in Fig. 3. The system comprises 88 buses 583

connected to loads, of which 52 are critical loads. The maximum 584

active load demand of the entire system is approximately 3.49 585

MW, while all loads within the system are assumed to share a 586

uniform power factor θ = 0.484 . Behind-the-meter PV systems, 587

with a total installed capacity of 965kW, account for 28% of the 588

system’s active load demand. 589

As depicted in Fig. 3, the test system is divided into 12 sec- 590

tions, including 11 segments (Bi, i ∈ G) and the TG, separated 591

by 12 ESW, represented by the dashed line. During the resource 592

allocation stage, a three-phase bus within selected segments 593

is chosen as the site for installing GFMI-based BESSs. The 594

maximum allowable rated power and capacity for the BESSs, 595

constrained by the DS budget, are 6.5 MW and 10MWh, re- 596

spectively, which also represent the maximum limits for a single 597

BESS. Conversely, the minimum rated power and capacity for 598

a single BESS, limited by technology constraints, are 0.1 MW 599

and 1MWh, respectively. 600

Key parameters for the VSG controller of the BESS are as fol- 601

lows: inertia constant H = 8 s, PLL time constant T PLL = 0.05 602

s, damping factor Dp = 1 (per unit), and droop gain Kf−p = 603

89 (per unit). The safe operation ranges for the frequency, 604

QSS frequency, frequency nadir, and maximum RoCoF, are 605

(59.50 ∼ 60.50) Hz, (59.50 ∼ 60.50) Hz, (57.80 ∼ 61.80) Hz, 606

and (−4.00 ∼ 4.00) Hz/s, individually. 607

B. Generated Scenarios 608

Uncertainties considered during the BS process include PV 609

system output, load demand, and TG outage duration. The PV 610
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Fig. 4. Season-based load and PV curves. (a) Active load demand. (b) PV
output. (SP: Spring, SU: Summer, AU: Autumn, W: Winter).

TABLE I
OUTAGE DURATION PROBABILITY

output and load demand uncertainties follow Beta and Normal611

distributions, respectively. Season-based characteristic curves612

for PV output and load demand are derived using sampling and613

clustering techniques, as illustrated in Fig. 4.614

The TG outage duration uncertainty is modeled using discrete615

probabilities obtained from historical data, as shown in Table. I.616

Assuming equal probabilities for season-based characteristic617

curves, the combined probabilities of the 16 scenarios, defined618

by season σ ∈ {SP,SU,AU,W} and TG outage duration ν ∈619

{60, 120, 180, 240}, are given by:620

πo = πσπν = 0.25πν , ∀o = {σ, ν}. (44)

V. RESULTS621

In this section, firstly, the stochastic plan is presented and622

compared with deterministic plans in Case 1. Secondly, the623

detailed BS process of the stochastic plan under the extreme624

scenario is illustrated in Case 2. Finally, the frequency security625

across all scenarios is analyzed in Case 3.626

A. Case 1: Verification of Dynamic Frequency Responses627

The modified DS shown in Fig. 3, which incorporates the628

GFMI-based BESS model introduced in Section II, is imple-629

mented in DIgSILENT PowerFactory to conduct root-mean-630

square (RMS) simulations for validating dynamic frequency631

responses during the BS process.632

To evaluate the accuracy of the proposed analytical ex-633

pressions for key dynamic frequency indices, including fROC
max ,634

fnadir, and fQSS defined in (5), load pick-up events of various635

magnitudes are triggered at randomly selected locations within636

the islanded MG. The simulation results are compared against637

the estimated values derived from the proposed expressions.638

Table II summarizes the comparison results, and the average639

estimation accuracy τ is computed for each index.640

As shown in Table II, all three frequency indices exhibit high641

estimation accuracy, exceeding 90% in all cases, which supports642

the validity of the proposed analytical expressions.643

TABLE II
VALIDATION OF ESTIMATED FREQUENCY INDICES

Fig. 5. Impact of droop gain settings on frequency and power sharing: (a) f1
in setting 1, (b) f1 in setting 2, (c) f2 in setting 1, (d) f2 in setting 2, (e) Active
power outputs in setting 1, and (f) Active power outputs in setting 2.

Furthermore, the dynamic frequency performance is exam- 644

ined under two droop control configurations for the PFGs em- 645

bedded in the two GFMI-based BESSs. A 10 MW load pick-up 646

event is applied at a random location within the merged MG. In 647

setting 1, the droop gains are identical (Kf−p
1 = Kf−p

2 ), while in 648

setting 2, the droop gains are different (3Kf−p
1 = 2Kf−p

2 ). The 649

corresponding simulation results are illustrated in Fig. 5(a)–(f). 650

As observed in Fig. 5(a)–(d), the frequency responses of the 651

two BESSs are identical under each setting and are determined 652

primarily by the system-level load imbalance. In setting 1, where 653

both droop gains and VSG parameters are matched, the two 654

BESSs also share active power equally, as shown in Fig. 5(e). 655

However, in setting 2, with unequal droop gains, both BESSs 656

initially contribute equally due to identical damping parameters 657

that dominate the early-stage dynamics. Over time, the final 658

active power sharing is governed by the slower dynamics of the 659

PFG, resulting in an uneven steady-state allocation, as illustrated 660

in Fig. 5(f). 661

B. Case 2: Risk-Averse Allocation Results 662

The stochastic SDMG-BS resource allocation model is solved 663

using the 16 scenarios described in Section IV-B, and the result- 664

ing risk-averse allocation is summarized in Table III. 665

As shown in Table III, the stochastic optimization selects three 666

candidate bus blocks, B2, B5, and B8, to host the GFMI-based 667

BESSs. According to the BESS placement constraint in (13), 668
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TABLE III
RISK-AVERSE RESOURCE ALLOCATION RESULTS

Fig. 6. Comparison between the deterministic and stochastic resource alloca-
tion plans under different TG outage durations: (a) 60 minutes, (b) 120 minutes,
(c) 180 minutes, and (d) 240 minutes.

each selected bus block includes only one three-phase bus, at669

which a BESS is sited to form an MG. The chosen buses (18,670

62, and 98) lie at the boundaries of their respective blocks, en-671

suring efficient access to adjacent de-energized segments while672

minimizing power flow losses.673

The rated power and energy capacities of these BESSs are674

jointly optimized across all scenarios to balance resilience675

and cost under uncertainty. In addition, the existing ESWs at676

branches (151, 300), (60, 160), and (150, 149) are upgraded to677

SSWs, enabling flexible, location-independent synchronization678

of MGs during the BS process.679

Furthermore, the restored critical load ECL and non-critical680

load ENL from 8:45 to 13:45in 15-minutes intervals, obtained681

using both deterministic and stochastic methods across all sce-682

narios, are illustrated in Fig. 6. The left black y-axis indicates683

the amount of restored load, while the right red y-axis shows the684

ratio of the total allocated rated power and energy capacity of685

each deterministic plan to the stochastic plan.686

As seen in Fig. 6(a) and (b), for shorter TG outage durations687

(60 and 120 minutes), the total allocated rated power in the688

deterministic plans exceeds that of the stochastic plan (ratios689

> 1), while their allocated capacities are less than or equal to690

those of the stochastic plan. In these cases, deterministic plans691

tend to allocate more rated power, potentially over-investing in692

short bursts of supply, whereas the stochastic plan conserves693

investment by moderately sizing rated power and re-allocates694

the saved budget to increase BESS energy capacity, thereby695

maintaining equivalent load restoration.696

Fig. 7. Optimal BS cranking path of IEEE 123-node feeder under the extreme
scenario.

In contrast, for longer TG outage durations (180 and 240 min- 697

utes), as shown in Fig. 6(c) and (d), the total allocated capacities 698

of the deterministic plans match those of the stochastic plan 699

(ratios ≈ 1), but their allocated rated power are noticeably 700

smaller (ratios < 1). This outcome reflects the myopic nature 701

of deterministic methods, which fail to anticipate sustained 702

power demands under uncertainty. In comparison, the stochastic 703

plan, by accounting for a wide range of scenarios, achieves 704

significantly better restoration performance. For example, under 705

a 240-minute outage with a summer DER and load profiles, the 706

stochastic plan restores approximately 2MWh more critical load, 707

representing a 20% improvement over the deterministic plan. 708

C. Case 3: Optimal BS Process Under Extreme Scenario 709

The optimal BS process obtained using the stochastic plan for 710

the worst-case scenario (restoring in winter with 240 mins TG 711

outage duration) is shown in Fig. 7. Restoration begins at 8:45 712

and ends at 13:45, with updates at 15-minute intervals. 713

As depicted in Fig. 7, without employing the SDMG-BS 714

framework, the DS would have remained without power until 715
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Fig. 8. Restored load in each segment and PV output over time.

13:00 due to the loss of TG. However, as shown in Fig. 7,716

with GFMI capability, BS was initiated at 8:45 by activating717

GFMIs-based BESSs at bus 18, 62, and 98, represented with718

gold stars. These BESSs served as the starting points for cranking719

paths to energize other GFLIs-based behind-meter PVs. By 9:00,720

the segments containing the BESSs, B2, B5, and B8, and their721

corresponding nearby segments,B4,B6, andB9, were energized722

to separately form three isolated MGs, colored as red, orange,723

and blue, respectively, through closing ESWs (18, 135), (60,724

62), and (97, 98). Then, the MG dominated by the BESS at bus725

98 expanded its boundary by energizing the B7 through closing726

ESW (97, 197) until 9:15. At 9:30, the two MGs, ruled by the727

BESSs at bus 18 and 98 and colored as green, were synchronized728

by closing the SSW (151, 300), increasing the system’s energy729

and power capacity to restore more PVs and loads. Meanwhile,730

the B1 was restored by the MG governed by the BESS at bus 62731

through acting the ESW (13, 152). One hour later, this MG was732

synchronized with those two merged MGs by closing the SSW733

(60, 160), where the GFMI and GFLI resources were shared to734

maintain the restored segments. This configuration remained in735

place until 13:00 when the TG returned online and turned its736

color from grey into gold. However, it wasn’t connected until737

13:15. At that point, the restored island MG was synchronized738

with the TG, which picked up the outage B3, B10, and B11 at739

13:30 and realized the final configuration capable of operating740

continuously moving forward.741

The detailed critical and non-critical load restoration profiles742

segment by segment and the total restored PV output are shown743

in Fig. 8.744

As shown in Fig. 8, the restored load within each segment745

initially surges above its nominal level due to the CLPU effect,746

then gradually settles to its normal value over several time steps.747

Furthermore, because of the prolonged outage in this extreme748

Fig. 9. System performance. (a) Sytem nodal voltage level. (b) BESS nodal
voltage level. (c) SoCs of the BESSs. (d) Frequencies of the BESSs.

scenario, only a few bus blocks are able to pick up their non- 749

critical loads during the early stages of restoration, while the 750

majority remain de-energized until the TG becomes available 751

and is reconnected. 752

The system performances during the BS process are displayed 753

in Fig. 9. 754

The maximum and minimum nodal voltages at each time 755

step–across all buses and BESSs shown in Fig. 9(a) and (b)–are 756

maintained within the permissible operating range of 0.95 to 757

1.05 per unit, as enforced by (34c). Similarly, Each BESS’s SoC 758

and frequency during the BS process are constrained according 759

to (27b) and (29d), respectively. 760

Moreover, the synchronization events among restored MGs 761

and with the TG are visualized in Fig. 9(d) through the inter- 762

section points of their frequency trajectories. At 9:30, the MG 763

formed by the GFMI-based BESS at bus 18 is synchronized 764

with the MG formed by the GFMI-based BESS at bus 62, with 765

both frequencies converging to approximately 59.61 Hz–within 766

the acceptable threshold. Similiarly, the MG initiated by the 767

GFMI-based BESS at bus 98 synchronizes with the previously 768

merged MG at 10:30, where both frequencies are near 59.75 Hz. 769

Finally, the upstream TG becomes available at 13:00 and is 770

successfully synchronized with the formed MG at 13:15, after 771

which this configuration is maintained for the remainder of the 772

process. 773

D. Case 4: Sensitivity Analysis 774

Given the resource allocation plan obtained from the proposed 775

two-stage stochastic optimization model, where the MGs formed 776

by the BESSs at buses 18, 98, 62 are denoted as MG1, MG2, 777

and MG3, respectively, the dynamic formation processes of 778

these networked MGs under different seasonal DER output 779

profiles, assuming a fixed TG outage duration of 240 minutes, 780

are illustrated in Fig. 10(a)–(d). 781

As seen in Fig. 10(b)–(d), the MG formation processes under 782

the summer and autumn DER output profiles progress more 783

rapidly than in the winter case, with all three isolated MGs 784

successfully synchronized into a single integrated MG by 9:45. 785

This observation suggests that higher DER output tends to 786

accelerate the restoration process by allowing individual GFMI- 787

based BESSs to energize nearby segments more quickly and 788

synchronize with other MGs through SSWs. 789

Interestingly, despite the favorable PV output in spring, 790

Fig. 10(a) shows a comparatively slower MG merging process. 791

This delay is primarily attributed to increased load demand and 792
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Fig. 10. Dynamic MG formations in: (a) Spring, (b) Summer, (c) Autumn,
and (d) Winter. (E1: Energized MG1, E2: Energized MG2, E3: Energized MG3,
PO: Power outage, MS: MG synchronization, TS: TG synchronization.).

Fig. 11. Maximum RoCoF across all scenarios: (a) MG3, and (b) MG2.

Fig. 12. Frequency nadir across all scenarios: (a) MG3, and (b) MG2.

Fig. 13. QSS Frequency across all scenarios: (a) MG3, and (b) MG2.

the associated CLPU effects, which impose additional frequency793

and power constraints that limit the timing and feasibility of MG794

synchronization.795

The dynamic frequency indices during the BS process under796

the stochastic resource allocation plan across all deterministic797

scenarios are presented in Figs. 11–13.798

As shown in Fig. 11, negative peaks in the maximum RoCoF799

(represented by darker blues) predominantly occur during load800

pick-up events, reflecting the abrupt increase in system inertia801

demands. These frequency dips are mitigated in scenarios with802

higher DER outputs, which show RoCoF values closer to zero.803

Conversely, positive maximum RoCoF spikes (depicted as bright 804

yellow regions) are observed during TG synchronization events, 805

when GFIM-based BESSs reduce their active power support 806

roles. After synchronization with the TG, the RoCoF values 807

stabilize around zero. Across all scenarios, the maximum RoCoF 808

remains within the acceptable operational bounds of (−4.00 ∼ 809

4.00) Hz/s. 810

Fig. 12 shows that the frequency nadir values follows a similar 811

pattern. More severe frequency dips (represented by deeper 812

blue tones) appear during load pick-up events, particularly in 813

scenarios with limited DER support. In contrast, scenarios with 814

higher DER availability maintain higher nadir values, reducing 815

the risk of frequency instability for GFMI-based BESSs. TG 816

synchronization events lead to slight frequency surges; however, 817

all frequency nadirs remain within the secure operating range of 818

(57.80 ∼ 61.80) Hz. 819

As defined by (7), the QSS frequency is sufficient to capture 820

the operational frequency behavior of the system. Fig. 13 illus- 821

trates that the QSS frequencies of MG2 and MG3 remain stable 822

and distinct during their isolated operation phases, always within 823

the acceptable range of (59.50 ∼ 60.50) Hz. Once the MGs are 824

synchronized, for instance, between 10:30 to 13:15in Scenario 825

16, their QSS frequencies converge. After the integrated MG is 826

reconnected with the TG, the frequency stabilizes at the nominal 827

60Hz, as shown by the consistent light sky-blue region across 828

all scenarios. 829

VI. CONCLUSION 830

This paper proposes a two-stage stochastic resource alloca- 831

tion model with embedded frequency constraints to support the 832

synchronizing dynamic microgrids for black start (SDMG-BS) 833

framework, aimed at restoring DER-dominated DSs following 834

prolonged outages. The model incorporates multiple sources 835

of uncertainties, including seasonal variations in RES output 836

and load demand, as well as varing TG outage durations. To 837

facilitate flexible and adaptive restoration strategies, the SDMG- 838

BS framework enables location-independent synchronization 839

among restored MGs and the TG, coordinated through the 840

operation of SSWs. Frequency security is maintained throughout 841

the BS process via VSG-controlled GFMIs. The key findings are 842

summarized as follows. First, the stochastic allocation strategy 843

acheves more resilient and cost-efficient restoration under uncer- 844

tain conditions, with up to 20 % additional critical load restored 845

compared to deterministic baselines. Second, the restoration 846

process is initiated from multiple locations by forming islanded 847

MGs, which subsequently coordinate and merge through flexible 848

synchronization enabled by upgraded SSWs. Specifically, two 849

MG synchronization events are executed prior to reconnection 850

with the TG, forming an integrated MG to enhance grid support. 851

Moreover, frequency stability is ensured by constraining tran- 852

sient indices, such as maximum RoCoF, frequency nadir, and 853

QSS frequency, within acceptable limits across all scenarios. 854

The accuracy of the linear frequency model is validated to exceed 855

90 %, confirming its suitability for long-term planning. Future 856

work will extend the proposed framework to incorporate the 857

dynamic behavior of rotating loads and evaluate the interactions 858



IE
EE P

ro
of

BAI et al.: STOCHASTIC BLACK START RESOURCE ALLOCATION TO ENABLE DYNAMIC FORMATION 13

between restoration strategies and distribution-level protection859

systems.860

APPENDIX A
VOLTAGE CONTROLLER DEVIATION OF VSG861

Terminal voltage of GFMI deviating from the base value (V b)862

with reactive power output (q) and voltage droop gain (KV −q)863

is expressed as follows:864

V = V b −KV −qq (45)

Given that v = V 2 and substituting V into Eq. 45, we get:865

v = (V b −KV −qq)2

= (V b)2 − 2V bKV −qq + (KV −qq)2

= (V b)2 +Δvinc. (46)

Here, a new variable vinc representing two non-linear terms is866

introduced for brevity.867
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