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Abstract—This paper proposes an asynchronous distributed leader-follower control method to achieve conservation voltage reduction (CVR) in three-phase unbalanced distribution systems by optimally scheduling smart inverters of distributed energy resources (DERs). One feature of the proposed method is to consider integrated primary-secondary distribution networks and voltage dependent loads. To ease the computational complexity introduced by the large number of secondary networks, we partition a system into distributed leader-follower control zones based on the network connectivity. To address the non-convexity from the nonlinear power flow and load models, a feedback-based linear approximation using instantaneous power and voltage measurements is proposed. This enables the online implementation of the proposed method to achieve fast tracking of system variations led by DERs. Another feature of the proposed method is the asynchronous implementations of the leader-follower controllers, which makes it compatible with non-uniform update rates and robust against communication delays and failures. Numerical tests are performed on a real distribution feeder in Midwest U. S. to validate the effectiveness and robustness of the proposed method.


NOMENCLATURE

Set of buses.
Set of branches.
Set of secondary networks.
Set of variables for primary network.
Set of variables for secondary networks.
Index of iteration.
Index of secondary network.
Index of time instant.
Index of three-phase \( \phi_a, \phi_b, \phi_c \).

Parameters

Topology matrices for boundary system.
Total number of secondary networks.
Setting number of secondary networks for partial barrier.
Constant-impedance (Z), constant-current (I) and constant-power (P) coefficients for active ZIP loads.
Constant-impedance (Z), constant-current (I) and constant-power (P) coefficients for reactive ZIP loads.
Three-phase real power injections by the smart inverter.
Three-phase reactive power capacity of smart inverters.
Three-phase apparent power measurements feedback from the system.
Power capacity of smart inverters.
Time length for termination.
Minimum and maximum limits for squared nodal voltage magnitude.
Three-phase voltage measurements feedback from the system.
Matrices of the line impedance, resistance and reactance.
Setting iteration for boundary delay.
Parameters for updating penalty factor.

Variables

Augmented Lagrangian.
Three-phase real power flows.
I. INTRODUCTION

CONSERVATION voltage reduction (CVR) is to lower the voltage for peak load shaving and long-term energy savings, while maintaining the voltage at end users within the bound of set by American National Standards Institute (ANSI) [1], [2].

Conventionally, CVR is implemented by rule-based or heuristic voltage controls at primary feeders by legacy regulating devices, such as on-load tap-changers, capacitor banks, step-voltage regulators, in slow timescales [3], [4]. The increasing integration of distributed energy resources (DERs), e.g., residential solar photovoltaics (PV), in secondary networks challenges conventional methods; but in turn, it also provides new voltage/var regulation capabilities by injecting or absorbing reactive power. The interactions between CVR and widespread DERs have been explored in [5]–[7]. It is demonstrated that DERs can flatten voltage profiles along feeders to allow deeper voltage reduction. In addition, the fast and flexible reactive power capabilities of four-quadrant smart inverters enable implementing CVR in fast timescales. To achieve system-wide optimal performance, voltage/var optimization based CVR (VVO-CVR), which can be cast into an optimal power flow program, has spurred a substantial body of research. In [8], a linear least-squares problem is formulated for optimizing the CVR objective with a linearly approximated relation between voltages changes and actions of voltage regulating devices. The integration of optimal CVR and demand response is considered in [9] to maximize the energy efficiency. Voltage optimization algorithm is developed in [10] to implementing CVR by reactive power control of aggregated inverters. In [11], a convex optimization problem is formulated with network decomposition to optimally regulate voltages in a decentralized manner. In [12], the large-scale VVO-CVR problem is divided into a number of small-scale optimization problems using a distributed framework with only local information exchange, which coordinates multiple bus agents to obtain a solution for the original centralized problem. While the previous works have contributed valuable insights to VVO-CVR, there are problems remaining open, summarized as follows.

1) Integrated Primary-Secondary Distribution Networks:
A practical distribution system is composed of medium-voltage (MV) primary networks and low-voltage (LV) secondary networks, where most loads and residential DERs are connected to secondary networks. However, previous studies have focused on primary networks while simplifying secondary network by using aggregate models to reduce computational burden. The grid-edge voltage regulation in distribution networks has not been well addressed.

2) Power Flow Models: Some VVO-CVR studies have used full AC power flow models; however, the nonlinear nature makes the optimization programs non-convex and NP hard. Though heuristic algorithms (e.g., differential evolution algorithm [13]) or general nonlinear programming solvers (e.g., fmincon) can solve these problems, it often suffers the sub-optimality without proven optimal gaps. Other studies have directly dropped nonlinear terms (e.g., LinDistFlow [12] or used first-order Taylor expansion at a fixed point, to reduce the computational complexity [14]. However, such offline linear approximation methods may bring non-negligible errors to power flow and bus voltage computation, thus, hindering the CVR performance. In addition, voltage-dependent load models must be used when studying CVR because the nature of CVR is that load is sensitive to voltage. Therefore, the nonlinear ZIP or exponential load models further complicate the VVO-CVR problem.

3) Solution Algorithms: The VVO-CVR can be directly solved by centralized solvers, which naturally requires global communication, monitoring, data collection and computation. Centralized solvers may be computationally expensive and less reliable for large systems, which is particularly true for a distribution system with a number of secondary networks. The information privacy of customers is another concern for centralized control. To this end, some studies have developed distributed algorithms to solve VVO-CVR based on distribution optimization methods, such as alternating direction method of multipliers (ADMM) [12] or primal-dual gradient algorithms [15]. In [12] and [16], the ADMM is applied to solve VVO-CVR in a three-phase unbalanced distribution network. In [14] and [17], to provide a fully distributed solution, the convexified voltage regulation model is solved by ADMM. In [18], different loading and PV penetration levels are tested for optimal reactive power control in large-scale distribution systems. In [19] and [20], ADMM is implemented for solving the optimal reactive power dispatch problem of PV inverters. In [21], optimal coordinated voltage control is achieved by ADMM for multiple distribution network clusters. Note that the distributed control algorithms in existing works inherently require synchronous update, which implies that the computation efficiency depends on the slowest agent. They are significantly affected by the differences in processing speed and communication delays, which may deteriorate the control performance [22]–[24]. For example, the synchronous
distributed algorithms may lose the fast-tracking capabilities for large systems.

To address these challenges, this paper proposes a leader-follower distributed algorithm based on asynchronous-ADMM (async-ADMM) [25] to solve the VVO-CVR problem and enable online implementation with feedback-based linear approximation, where the primary network corresponds to the leader control and each secondary network corresponds to a follower control. The contributions of this paper are threefold.

- **Mapping Primary-Secondary Distribution System to ADMM-Based Leader-Follower Control Framework:** To better model DERs' impacts and improve the grid-edge voltage regulation performance, we consider an integrated primary-secondary distribution system with detailed modeling of secondary networks. To solve the VVO-CVR problem in a distributed way, we first split the primary and secondary networks from modeling perspective, then introduce coupling constraints at boundary nodes, finally map the primary and secondary networks into leader and follower controllers in ADMM distributed framework.

- **Online Feedback-Based Linear Approximation Method for Power Flow and ZIP Load:** We propose an online feedback-based linear approximation method, where the instantaneous power and voltage measurements are used as system feedback in each iteration of ADMM to linearize the nonlinear terms of power flow calculation for both power flow and ZIP load models, which can significantly reduce the computational complexity and linearization errors by instantaneously tracking system variations.

- **Asynchronous Implementation of ADMM:** We develop an asynchronous counterpart of conventional ADMM-based distributed control algorithms, which is robust against non-uniform update rates and communication delays, making it suitable for real-world applications.

The remainder of the paper is organized as follows: Section II presents the overall framework of the proposed method. Section III describes a centralized VVO-CVR in an integrated primary-secondary distribution system. Section IV proposes the distributed algorithm with online and asynchronous implementation. Simulation results and conclusions are given in Section V and Section VI, respectively.

II. OVERVIEW OF THE PROPOSED FRAMEWORK

The general framework of the proposed distributed CVR with online and asynchronous implementations is shown in Fig. 1. A VVO-CVR framework that dispatches smart inverters is developed for unbalanced three-phase distribution systems. The integration of primary-secondary networks with detailed secondary network models will be taken into account for better voltage regulation at grid-edge. Inspired by the physical structure of the distribution systems shown in Fig. 1, the primary network corresponds to the leader controller and each secondary system corresponds to a follower controller. We then develop a distributed solution algorithm via ADMM to solve the VVO-CVR problem in a leader-follower distributed fashion, where the leader and followers controllers only exchange aggregate power and voltage magnitude information at boundaries. Note that, we specially address the asynchronous counterpart of the distributed solver to achieve robust and fast solutions while guaranteeing the convergence.

The nonlinear power flow and ZIP load models make the proposed problem nonconvex. To handle this issue, we propose to leverage voltage and line flow measurements as feedback to linearize these nonlinear models and make the program tractable. This feedback-based linear approximation method will be embedded within the distribution solution algorithm and combined with the online implementation of the distributed algorithm, where the reactive power outputs of smart inverters will be updated at each iteration by solving a time-varying convex optimization program in a leader-follower distributed fashion. In this way, we transform the conventional offline VVO-CVR to be an online feedback-based control model.

III. OPTIMAL CVR IN INTEGRATED PRIMARY-SECONDARY DISTRIBUTION NETWORKS

A. Modeling Integrated Primary-Secondary Distribution Networks

A real distribution system consists of substation transformers, MV primary networks, service transformers, and LV secondary networks. Here, we consider a three-phase radial distribution system with \( N \) buses denoted by set \( \mathcal{N} \) and \( N-1 \) branches denoted by set \( \mathcal{E} \). The buses in primary network and secondary networks are denoted by sets \( \mathcal{P} \) and \( \mathcal{S} \), respectively. The three-phase \( \phi_0, \phi_b, \phi_c \) are simplified as \( \phi \). The time instance is represented by \( t \). For each bus \( i \in \mathcal{N} \), \( P_{i,\phi,t}, Q_{i,\phi,t} \in \mathbb{R}^{3 \times 1} \) are the vector of three-phase real and reactive ZIP loads at time \( t \); \( v_{i,\phi,t} \in \mathbb{R}^{3 \times 1} \) is the vector of three-phase real and reactive power injections by the smart inverter at time \( t \); \( C_i \) denotes the set of children buses. For any branch \( (i,j) \in \mathcal{E} \), \( z_{ij} = r_{ij} + jx_{ij} \in \mathbb{C}^{3 \times 3} \) are matrices of the three-phase branch.
resistance and reactance; \( S_{ij,\phi,t} = P_{ij,\phi,t} + jQ_{ij,\phi,t} \in \mathbb{C}^{3 \times 1} \) denote the vector of three-phase real and reactive power flow from buses \( i \) to \( j \) at time \( t \).

Most of the loads and DERs are connected to secondary networks, the power flows through the service transformers can be equivalently considered as the power injections \( p_{i,\phi,t}, q_{i,\phi,t} \) at the boundary bus \( i \in B \) (i.e., LV side bus of service transformer), where \( B \subseteq N \) denotes the boundary bus set and let bus \( i' \) be the copy of bus \( i \) at time \( t \). Accordingly, the physical coupling of active power, reactive power and voltage at the boundary bus \( i \) are expressed as,

\[
\begin{align*}
    p_{i,\phi,t} + \sum_{j \in N_i} p_{ij,\phi,t} &= 0, \quad \forall i \in B \quad (1) \\
    q_{i,\phi,t} + \sum_{j \in N_i} Q_{ij,\phi,t} &= 0, \quad \forall i \in B \quad (2) \\
    v_{i,\phi,t} - v_{i',\phi,t} &= 0, \quad \forall i \in B. \quad (3)
\end{align*}
\]

### B. VVO-Based CVR

The aim of CVR is to reduce the total power consumption of the entire system while maintaining a feasible voltage profile across primary and secondary networks. Therefore, the VVO-CVR program can be formulated as follows,

\[
\begin{align*}
    \text{min} \quad & \sum_{j=0,\cdots,J-1} \sum_{\phi \in \{a,b,c\}} \Re\{S_{0j,\phi,t}\} \quad (4a) \\
\text{s.t.} \quad & (1)-(3) \\
\text{subject to:} \quad & P_{ij,\phi,t} = \sum_{k=1}^{K} p_{ik,\phi,t} - p_{j,\phi,t} + p_{j,\phi,t}^{ZIP} + \epsilon_{ij,\phi,t}^p \quad (4b) \\
& Q_{ij,\phi,t} = \sum_{k=1}^{K} q_{ik,\phi,t} - q_{j,\phi,t} + Q_{j,\phi,t}^{ZIP} + \epsilon_{ij,\phi,t}^q \quad (4c) \\
& v_{j,\phi,t} = v_{i,\phi,t} - 2(\tilde{r}_{ij} + \tilde{x}_{ij} \cdot Q_{ij,\phi,t} + q_{ij,\phi,t} + \epsilon_{ij,\phi,t}^v) \quad (4d) \\
& P_{ZIP,i,\phi,t} = P_{ZIP,i,\phi,t}^L \left( k_{ij,\phi,t}^L \cdot v_{i,\phi,t} + k_{ij,\phi,t}^r \cdot \sqrt{v_{i,\phi,t}^2 + k_{ij,\phi,t}^q} \right) \quad (4e) \\
& Q_{ZIP,i,\phi,t} = Q_{ZIP,i,\phi,t}^L \left( k_{ij,\phi,t}^L \cdot v_{i,\phi,t} + k_{ij,\phi,t}^q \cdot \sqrt{v_{i,\phi,t}^2 + k_{ij,\phi,t}^r} \right) \quad (4f) \\
& v_{\min \in} \leq v_{i,\phi,t} \leq v_{\max \in}, \quad \forall i \in N \quad (4g) \\
& -q_{\cap \phi,t}^\min \leq q_{i,\phi,t} \leq q_{\cap \phi,t}^\max, \quad \forall i \in G. \quad (4h)
\end{align*}
\]

In objective (4a), the \( \Re\{S_{0j,\phi,t}\} \) denotes the three-phase active power supplied from the substitution of the feeders at time \( t \). For any branch \( (i,j) \in E \), the unbalanced three-phase branch flow model can be represented by constraints (4b)-(4d).

Here, the \( \oplus \) and \( \ominus \) denote the element-wise multiplication and division. If the network is not too severely unbalanced [14], then the voltage magnitudes between the phases are similar and relative phase unbalance \( \alpha \) is small. The unbalanced three-phase resistance matrix \( \tilde{r}_{ij} \) and reactance matrix \( \tilde{x}_{ij} \) can be referred to [12]. The active and reactive ZIP loads \( p_{ZIP,\phi,i} \) and \( q_{ZIP,\phi,i} \) are calculated in constraints (4e) and (4f), where \( L_{ZIP,\phi,i} \) is the vector of three-phase active and reactive load multipliers on bus \( i \), respectively.

### C. Reformulating VVO-CVR for Distributed Solution by Splitting Primary and Secondary Networks

We first compactly define the decision vector \( x := [p_{i,\phi,t}, q_{i,\phi,t}, v_{i,\phi,t}, \epsilon_{ij,\phi,t}]^T \), \( i \in P \) for primary network and \( z_n := [P_{ij,\phi,t}, Q_{ij,\phi,t}, v_{ij,\phi,t}, \epsilon_{ij,\phi,t}]^T \), \( i \in S \) for \( n \)th secondary network, that consist of all the active/reactive branch flows and squared bus voltage magnitudes belonging to the primary network.
and nth secondary network, respectively. Accordingly, the boundary variables \( x_{B,n} \) and \( z_{B,n} \) (sub-vectors of \( x \) and \( z \), respectively) regarding nth secondary network (suppose bus \( i \) is the boundary bus) can be compactly represented by:

\[
\begin{align*}
     x_{B,n} &:= \begin{bmatrix} p_{i,1,1} & q_{i,1,1} & v_{i,1,1} & \phi_{i,1} \end{bmatrix}^T, \quad i \in B \\
     z_{B,n} &:= \begin{bmatrix} \sum_{j \in C} p_{ij,1,1} & \sum_{j \in C} q_{ij,1,1} & v_{ij,1,1} & \phi_{ij,1} \end{bmatrix}^T, \quad i \in B
\end{align*}
\]

By decomposing the constraints into primary network, secondary networks and boundary systems, the VVO-CVR problem in (1)–(3) and (4) can be compactly reformulated as,

\[
\begin{align}
    \min_{x,z,B_n} \quad f(x) & \tag{5a} \\
    \text{s.t.} \quad x \in X & := \{x| (4b)–(4g) \}, \forall n \\
    z_n \in Z_n & := \{z_n| (4b)–(4h) \}, \forall n \tag{5b} \\
    A_n x_{B,n} + B_n z_{B,n} = 0 & \iff (1)–(3), \forall n \tag{5c} \\
    \text{where constraint sets (5d) is defined for boundary system. The} & \\
    A_n = I_0 \text{ and } B_n = \text{blkdiag}(I_{m} \cdots I_{m}) \text{ for three-phase secondary} & \\
    \text{networks and } A_n = I_3 \text{ and } B_n = \text{blkdiag}(I_{2} \cdots I_{2}) \text{ for single-} & \\
    \text{phase secondary networks, where } I_m \text{ denotes the } m \times m \text{ identity} & \\
    \text{matrix.} & \end{align}
\]

where constraint sets (5d) is defined for boundary system. The

\[
\begin{align}
    A_n = I_0 \text{ and } B_n = \text{blkdiag}(I_{m} \cdots I_{m}) \text{ for three-phase secondary} & \\
    \text{networks and } A_n = I_3 \text{ and } B_n = \text{blkdiag}(I_{2} \cdots I_{2}) \text{ for single-} & \\
    \text{phase secondary networks, where } I_m \text{ denotes the } m \times m \text{ identity} & \\
    \text{matrix.} & \end{align}
\]

The augmented Lagrangian of the compact VVO-based CVR (5) is shown as,

\[
L_0 = f(x) + \sum_{n=1}^{N_S} \lambda_n \circ (A_n \circ x_{B,n} + B_n \circ z_{B,n}) \\
+ \sum_{n=1}^{N_S} \rho^k \frac{1}{2} \|A_n \circ x_{B,n} + B_n \circ z_{B,n}\|_2^2
\]

where the \( \lambda_n \) is the vector of the Lagrange multipliers for the primary network (leader controller) and the coupling nth secondary network (follower controller), \( k \) denotes the iteration index, and \( \rho^k > 0 \) is the iterative varying penalty coefficient for constraint violation.

The ADMM solves the problem (5) by alternatingly minimizing the augmented Lagrangian (6) over \( x, z_n \) and \( \lambda_n \). It consists of the following steps: (i) By (7), the leader controller first updates the variables \( x \) associated with primary system, where the update boundary variables \( x_{B,n}^{k+1} \) will be sent to each corresponding follower controller. (ii) By (8), the follower controllers update the variables \( z_n \) associated with each secondary system by. Since each distributed follower controller only solves the problem in terms of the local variables in secondary systems so that this step can be performed in parallel. The updated boundary variables \( x_{B,n}^{k+1} \) will be sent to the leader controller. (iii) As in (9), each follower controller is also responsible for updating the variables \( \lambda_n \) by \( \lambda_n^{k+1} \) and \( \lambda_n^{k+1} \). The newly updated variables \( \lambda_n^{k+1} \) will be sent to the leader controller.

\[
\begin{align}
    x^{k+1} & \leftarrow \arg \min_{x \in X} \left( f(x) + \sum_{n=1}^{N_S} \lambda_n \circ (A_n \circ x_{B,n} + B_n \circ z_{B,n}) \right. \\
    & \left. + \sum_{n=1}^{N_S} \rho^k \frac{1}{2} \|A_n \circ x_{B,n} + B_n \circ z_{B,n}\|_2^2 \right) \tag{7} \\
    z_n^{k+1} & \leftarrow \arg \min_{z_n \in Z_n} \left( \lambda_n \circ (A_n \circ x_{B,n} + B_n \circ z_{B,n}) \right. \\
    & \left. + \rho^k \frac{1}{2} \|A_n \circ x_{B,n} + B_n \circ z_{B,n}\|_2^2 \right) \tag{8} \\
    \lambda_n^{k+1} & \leftarrow \lambda_n^k + \rho^k (A_n \circ x_{B,n} + B_n \circ z_{B,n}) \tag{9}
\end{align}
\]

where the sync-ADMM necessitates the use of a global clock \( k \) for both leader controller and follower controllers. The convergence and optimality analyses of this conventional sync-ADMM can be found in [27].

B. Asynchronous Implementation

When implementing sync-ADMM to solve the VVO-CVR in above formulations (7)–(9), the leader controller of the primary network has to wait till all the follower controllers of the secondary networks finish updating their variables \( z_n \) to receive the latest boundary variables \( z_{B,n} \) and proceed. Thus, the sync-ADMM is not ideal for optimally dispatching smart inverters in a fast timescale and robust for communication delay. To alleviate this problem, an async-ADMM method [25] is implemented, where the leader controller only needs to receive the updates from a minimum number of \( N_S \geq 1 \) follower controllers, and \( N_S \) can be much smaller than the total number of follower controllers \( N \). This relaxation is the so called partial barrier. Here a small number of \( N_S \) based on partial barrier means that the update frequencies of the slow follower controllers can be much less than those faster follower controllers. To ensure sufficient freshness of all the updates, we also require a bounded delay, i.e., the nth follower controller must communicate with the leader controller and receive the results from the leader controller for updating local variables at least once every \( \tau_n \geq 1 \) iterations. Consequently, the update in every follower controller can be at most \( \tau_n \) iterations later than the leader’s clock. An example of the asynchronous update is given in Fig. 2, where the partial barrier \( N_S \) = 2. In this example, the leader controller receives the updates from follower controller 1 at clock time two; the leader controller receives the updates from follower controllers 2 and 5 at clock time three; the leader controller receives the updates from follower controllers 3 and 4 at clock time six. Meanwhile, the leader controller has already preserved the update of follower controller 1 for five iterations and follower controllers 2 and 5 for four iterations.

The convergence rate of this async-ADMM is in the order of \( O(N_S \tau_n/2TN_S) \) [25]. The \( T \) is the total time length for termination. This convergence rate can be intuitively explained by
where the measurements from previous time

Thus, the nonlinear terms to the instantaneous measurements of line flow and voltage. 1

the network. The leader and follower controllers have access
to the instantaneous measurements of line flow and voltage. 1

As follows,

where μ > 1, ε dec > 1 and ε inc > 1 are the updating parameters. The primal and dual residuals \( r^k_n \) and \( s^k_n \) are calculated as,

C. Online Implementation

To accurately track the fast variations of renewable generation and load demand for better CVR performance, we address the online implementation of the proposed distributed algorithm. In this context, we directly represent the iteration index by a symbol \( t \) in the distributed algorithm. Specifically, the instantaneous power and voltage measurements at time \( t \) − 1 are used as the system feedback to estimate the nonlinear terms of power flow and ZIP load models at time \( t \). In this paper, we assume a widespread coverage of meters throughout the network. The leader and follower controllers have access to the instantaneous measurements of line flow and voltage. 1

Thus, the nonlinear terms \( s_{i,j,\phi,t}^p \), \( s_{i,j,\phi,t}^d \) and \( s_{i,j,\phi,t}^\epsilon \) in (4b)–(4d) at time \( t \) can be estimated as constants with the system feedback measurements from previous time \( t \) − 1 as,

\[
\begin{align*}
    r^k_n &= A_n \circ \epsilon_{B,n}^k + B_n \circ \eta_{B,n}^k, \forall n \quad (11) \\
    s^k_n &= \rho_k A_n^T \odot B_n \left( \epsilon_{B,n}^{k+1} - \epsilon_{B,n}^k \right), \forall n. \quad (12)
\end{align*}
\]

1If line flow measurements are not available, one can approximately estimate them through the linearized power flow model.

Algorithm 1 Online and Asynchronous Implementations of Distributed VVO-CVR

1: Initialization: Set \( t = 0 \) and choose \( x(0), \eta_n(0), n = 1, \ldots, N_S \).
2: repeat
3: \( t \leftarrow t + 1 \).
4: If leader controller receives the newly updated \( z_{B,n} \) and \( \lambda_n \) from some follower controller \( n \), then \( \mathcal{M}' \leftarrow \mathcal{M}' \cup \{n\} \).
5: Let \( \tilde{z}_{B,n}^t \leftarrow \eta_{B,n,t}^t, \lambda_n \in \mathcal{M}' \) and \( \tilde{z}_{B,n}^t \leftarrow \eta_{B,n,t}^t, n \notin \mathcal{M}' \).
6: if \( |\mathcal{M}'| \geq N_S \) then
    7: Update \( x^{t+1} \) by (7) using \( \tilde{z}_{B,n}^t \).
    8: Send \( \lambda_{B,n}^{t+1} \) to follower controller \( n \in \mathcal{M}' \).
    9: Reset \( \mathcal{M}' \leftarrow \emptyset \).
end if
10: for every \( n \in \mathcal{N}' \) do
11: Update \( z_{B,n}^{t+1} \) by (8).
12: Update \( \lambda_{B,n}^{t+1} \) by (9).
13: Send \( z_{B,n}^{t+1} \) and \( \lambda_{B,n}^{t+1} \) to leader controller.
end for
14: for every \( n \notin \mathcal{N}' \) do
15: Let \( z_{B,n}^{t+1} \leftarrow \tilde{z}_{B,n}^t \) and \( \lambda_{B,n}^{t+1} \leftarrow \lambda_n^t \).
end for
16: Update \( \rho' \) by (10)–(12).
17: Update reactive power output of inverters as per \( z_{B,n}^{t+1} \).
18: Update the nonlinear terms \( s_{i,j,\phi,t}^p \), \( s_{i,j,\phi,t}^d \) and \( s_{i,j,\phi,t}^\epsilon \), by (13)–(15) with measurements feedback from the system.
19: Update the estimation of the nonlinear term \( \tilde{v}_{i,\phi,t} \) in ZIP loads (16)–(18) with measurements feedback from the system.
20: until \( t \) terminates.

Similarly, to handle the non-convexity due to the nonlinear part \( \sqrt{\tilde{v}_{i,\phi,t}} \) in active/reactive ZIP loads, we use the first-order Taylor expansion to linearize it around the instantaneous voltage measurements \( \tilde{v}_{i,\phi,t}^m \),

\[
\tilde{v}_{i,\phi,t} = v_{i,\phi,t}^m - \frac{1}{2} \left( v_{i,\phi,t}^m - v_{i,\phi,t}^{m-1} \right)^2.
\]

where \( \tilde{v}_{i,\phi,t} \in \mathbb{R}^{3 \times 1} \) is the estimation of the nonlinear term \( \sqrt{\tilde{v}_{i,\phi,t}} \). Therefore, the active and reactive ZIP loads in (4e) and (4f) are re-written as follows,

\[
\begin{align*}
    p_{i,\phi,t} &= \tilde{v}_{i,\phi,t}^m \cdot v_{i,\phi,t} + k_{i,1}^p \cdot \tilde{v}_{i,\phi,t} + k_{i,2}^p \cdot \tilde{v}_{i,\phi,t}^m, \\
    q_{i,\phi,t} &= \tilde{v}_{i,\phi,t}^m \cdot v_{i,\phi,t} + k_{i,1}^q \cdot \tilde{v}_{i,\phi,t} + k_{i,2}^q \cdot \tilde{v}_{i,\phi,t}^m.
\end{align*}
\]

In this way, the above feedback-based linear approximation method with online system measurements can make the sub-problems of leader and follower controllers convex and can be efficiently solved. Due to the distributed solution algorithm, the original large-scale centralized VVO-CVR problem is decomposed to several sub-problems for leader
controller of primary network and follower controllers of secondary networks, implying better scalability. This is exactly an inherent advantage of distributed optimization techniques.

The detailed procedure of the online async-ADMM is shown in Algorithm 1. The $M^t$ denotes the set of follower controllers whose local updates have arrived at leader controller at iteration $t$ and $N^t$ denotes set of follower controllers that receives the newly updated $x_{B,n}$ at iteration $t$. During the iteration, if the $n$th follower controller $n \notin N^t$, which does not update the variable at iteration $t$, then the values of $x_{B,n}$, $z_{B,n}$ and $\lambda_n$ and $x_{B,n}$ remain unchanged until the newly updated values come.

### V. Case Studies

**A. Simulation Setup**

A real-world distribution feeder located in Midwest U.S. [28] in Fig. 3 is used to illustrate our proposed scheme. This real feeder is shared by our utility partner, which consists of one primary network and forty-four secondary networks. The primary network is denoted by overhead lines (blue) and underground lines (red), and the secondary network is denoted by a circled capital letter S. Each secondary network includes a service transformer, a secondary circuit with multiple customers and DERs. We have two reasons for choosing this real distribution feeder as the test system: (i) The real distribution grid model [28] is an integrated primary-secondary distribution, which can be used to verify our proposed distributed CVR model. While most of the IEEE standard distribution systems, such as IEEE 13-bus system and IEEE 123-bus system, only have primary network. (ii) Customers in the real distribution grid model [28] are equipped with smart meters, which can help us to achieve the proposed online feedback-based linear approximation method.

The time-series multiplier of load demand and solar power with 1-minute time resolution are shown in Fig. 4. In the case study, PV smart inverters are installed in the secondary networks and the total capacity of PV can serve 30\% load. The base voltages in the primary distribution network and the secondary networks are 13.8 kV and 0.208 kV, respectively. The base power value is 100 kVA. The selected parameters for simulations are summarized in Table I, where the choice of hyper-parameters depends on cross-validation. In general, a bad choice of hyper-parameter will affect the convergence speed and the results. For example, a very large value of the initial penalty factor $\rho$ may lead to a sub-optimal solution, while a too small value of $\rho$ will cause a slow convergence speed. The choice of updating factor $\mu$ has the similar impacts on convergence speed and results. In Table I, the ZIP coefficients of active and reactive loads follow [29].

![Fig. 4. Time-series multipliers of load demand and PV power.](image)

**TABLE I**

<table>
<thead>
<tr>
<th>Description</th>
<th>Notion</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial penalty factor</td>
<td>$\rho$</td>
<td>0.05</td>
</tr>
<tr>
<td>Updating factor</td>
<td>$\mu$</td>
<td>10</td>
</tr>
<tr>
<td>Increasing/Decreasing factor</td>
<td>$\tau^{\text{inc} - \text{dec}}$</td>
<td>5.5</td>
</tr>
<tr>
<td>Active load ZIP Coefficients</td>
<td>$k_1^a, k_2^a, k_3^a$</td>
<td>0.96, -1.17, 1.21</td>
</tr>
<tr>
<td>Reactive load ZIP Coefficients</td>
<td>$k_1^r, k_2^r, k_3^r$</td>
<td>6.28, -10.16, 4.88</td>
</tr>
</tbody>
</table>

We develop a simulation framework in MATLAB R2019b, which integrates YALMIP Toolbox with IBM ILOG CPLEX 12.9 solver for optimization, and the Open Distribution System Simulator (OpenDSS) for power flow analysis. The OpenDSS can be controlled from MATLAB through a component object model interface, allowing us to carry out the feedback-based linear approximation, performing power flow calculations, and retrieving the feedback results. In this section, we present the convergence analysis to show the impact of asynchronous update on convergence speed. We also demonstrate the effectiveness of our proposed method through numerical evaluations on several benchmarks to study load consumption.
B. Convergence Analysis

The logarithm values of the norm of primal residuals (11) with synchronous and different asynchronous communication settings are illustrated in Fig. 5, which can be considered as one indicator of the convergence speed for the synchronous and asynchronous updates with different numbers of secondary networks (follower controllers). It can be observed that, if there is no communication failure or delay, the proposed distributed algorithm with the standard ADMM can achieve the best convergence speed; the asynchronous implementation with 20 or 30 activated secondary networks (follower controllers) can still guarantee the convergence with an acceptable speed; while the performance of convergence with 10 or even less secondary networks (follower controllers) are not as good as other cases. Hence, there is a trade-off between the work stress/need on communication system and the convergence performance. The principle of partial barrier is balancing the trade-off between the work stress/need on communication system and the performance of convergence. In our case, the threshold of the number of secondary networks (follower controllers) is 20 to maintain the calculation accuracy. Here, the acceptable speed can be quantified as: if the primal residuals is lower than $10^{-3}$ within 30 iterations, then we consider the convergence speed is acceptable. Keep in mind that the thresholds may vary in different cases, which should be adjusted accordingly.

The distributed leader-follower methods may suffer from the reliability issues when considering the potential failure of the leader controller. To show the impacts of the potential failure of the primary network (leader controller), the convergence speeds of normal communication and communication failure of primary network (leader controller) are compared. In this case, we assume that the primary network (leader controller) could have communication failure by not updating its own sub-problem and communicating with secondary networks (follower controllers) during 30th to 50th iteration, then recover the communication at 51st iteration. In Fig. 6, it can be observed that the overall convergence speed is still acceptable even the primary network (leader controller) fails to update and communicate for 20 iterations. Therefore, our proposed distributed algorithm is still efficient for certain level of communication failure of primary network (leader controller).

C. Effect of Online Feedback-Based Approximation

To show the effect of online feedback measurements, we solve the VVO-based CVR problem at a fixed point (at 19:00) with different control strategies in centralized and distributed manners. The iterative objective function values (the active power flow through substation) are recorded in Fig. 7. Even though the difference of the objective solutions between the centralized solver (blue dashed line) and the proposed distributed method (red line) is about 0.26% after nearly 50 iteration, the proposed method can still achieve a better result than the centralized method. It is because the proposed distributed method can use measurements feedback from the...
system to approximate the nonlinear terms successively, while
the centralized method neglects the nonlinear terms.

To show the effect of approximation of the nonlinear part
\( \sqrt{V_{10,t}} \) in (16), we calculate the difference between the ac-
curate ZIP load and the approximate ZIP load with a given time
series voltage (1-minute time resolution). The accurate ZIP
load at time \( t \) is calculated based on the original ZIP load
model (4e)–(4f) with the instantaneous voltage at time \( t \). While
the approximate ZIP load is estimated based on (16)–(18) with
the voltage measurement of previous time \( t-1 \). In Fig. 8, it
can be observed that if the voltage difference between \( t \) and
\( t-1 \) is not large, then the differences between the accurate
ZIP load and approximate ZIP load are ranging from \(-10^{-5}\)
to \(10^{-5}\), which is acceptable.

D. Grid-Edge Voltage Profile

In real distribution system, most loads and residential
DERs are connected to secondary networks. If the secondary
networks are simplified by using aggregate models in primary
network, it will hinder the performance of grid-edge voltage
regulation. To show the importance of considering detailed
models of secondary networks in CVR implementation, two
cases are presented: we solve the optimal CVR with and with-
out considering detailed secondary network models, then input
the optimal reactive power dispatch results of smart inverters
in the distribution system to evaluate the CVR performance.

If the secondary networks are not considered in the optimal

CVR, the optimal reactive power setting at each primary node
has to be proportionally distributed to PV inverters in the sec-
ondary networks. The primary and secondary nodal voltage
profiles of the two cases are presented in Fig. 9, respectively.

It can be observed that the grid-edge voltages can be well reg-
ulated if both primary and secondary networks are considered
in the optimal CVR. However, the grid-edge voltage within
one secondary network is 0.9377 p.u., which violates the volt-
age lower limit 0.95 p.u. by 1.3%, if we only consider the
primary network and aggregate secondary networks as nodal
injections.

E. Reactive Power Output of Smart Inverters

In this test case, there are forty-four secondary networks,
and each secondary network are installed with two smart
inverters, one in the middle and one in the end of the secondary
network. Note that the optimal position and sizing of inverter
are not included in the scope of this work. To show the reactive
power of inverters in a clear way, we select two inverters as
examples with different reactive power behaviors. As shown
in Fig. 10, the inverter 1 (blue curve) is installed in the end of
the secondary network, where the reactive power injections are
always required to maintain the voltage above the lower volt-
age limit; while the inverter 2 (red dashed curve) is installed in
the middle of the secondary network, where the reactive power
injection and absorbing are both required to maintain the volt-
age within predefined voltage limits. Therefore, the reactive
power output of inverter will be affected by the installation

The proposed method can effectively reduce the power supply from substation, especially during the peak load period, e.g., 16:00–20:00. To verify the online performance of the proposed distributed method, we compare the time-series solutions of the CVR (green curve) with DACVR with 20 followers (purple dotted curve). It can be seen that, the DACVR with 20 followers can provide a similar control performance to CVR. Therefore, when there are at least 20 follower controllers updating and communicating with leader controller in the asynchronous implementation, a good control performance can be achieved.

The numerical comparisons of total energy consumption over one day and the energy reduction are presented in Table II among the base case, CCVR, and distributed sync. CVR (DSCVR) and DACVR with 20 followers. Compared to the base case, the VVO-based CVR method can achieve the energy reduction around 13.2% to 13.6%. In theory, the differences between CCVR, DSCVR and DACVR shall be small, because they are solving the similar VVO-CVR problems. The reasons why they do not have the exact same solution are: (i) Because of the missing nonlinear terms in power flow calculations, CCVR cannot obtain the accurate solution; (ii) DACVR obtain the solution by receiving updates from limited number of secondary networks (follower controllers). Based on the comparison between CCVR and DSCVR and DACVR, it can be seen that the total energy consumption results from the CCVR, DSCVR and DACVR are very similar, and DSCVR yields slightly better results than other two cases. This is because DSCVR has the online power and voltage feedback measurements from the system to accurately approximate the nonlinear terms of the power flow calculations and ZIP load models. While the nonlinear terms $e_l^p, e_l^q, e_l^t$ and $e_l^t$ are neglected in CCVR, this offline linear approximation method may bring inaccurate power flow and bus voltage computations, consequently, hindering the CVR performance. The energy reduction of DACVR is also slightly less than DSCVR, because DACVR only receives updates from limited number of follower controllers, while DSCVR can receive updates from all follower controllers. It is concluded that DACVR can still obtain a good energy reduction performance with updates from limited number of follower controllers. Compared to CCVR, the advantages of the proposed DSCVR and DACVR can be summarized as follows: (i) The CCVR is disadvantageous on scalability, because CCVR must solve a large-scale VVO-CVR problem. With increasing size of decision models, the computation burden of CCVR increases extensively. While the proposed DSCVR and DACVR decompose the large-scale problem into multiple small-scale sub-problems, therefore, the computation burden is reduced. (ii) In the proposed DSCVR and DACVR, the data privacy and ownership of customers are respected, including local consumption measurement data and cost functions. However, CCVR requires the system-wide collection of data, and a costly communication infrastructure to enable information passing between a control center and regulation devices. (iii) Moreover, the CCVR are susceptible to single point of failure. While DACVR is resilient against agent communication failure or limited communication.

In Fig. 12, the 1440-minute time-varying voltage profiles of the base case and DACVR with 20 followers are compared.

![Substation feed-in active power with different control strategies.](image)

**Fig. 11.** Substation feed-in active power with different control strategies.

<table>
<thead>
<tr>
<th>Control Strategy</th>
<th>Energy (kWh)</th>
<th>Reduction (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base case (w/o control)</td>
<td>262,167.4</td>
<td>-</td>
</tr>
<tr>
<td>CCVR</td>
<td>227,269.9</td>
<td>13.3%</td>
</tr>
<tr>
<td>DSCVR</td>
<td>226,339.5</td>
<td>13.6%</td>
</tr>
<tr>
<td>DACVR (20 followers)</td>
<td>227,325.1</td>
<td>13.2%</td>
</tr>
</tbody>
</table>

**TABLE II ENERGY CONSUMPTION RESULTS WITH DIFFERENT CONTROL STRATEGIES**
method. According to the case studies, we have shown that:
(1) With a reasonable setting of asynchronous update, the proposed async-ADMM method is able to guarantee the convergence with acceptable speed. (2) Compared to using aggregate models of secondary networks, the grid-edge voltages can be better regulated with detailed secondary network models in the proposed CVR implementation. (3) With the online feedback-based linear approximation, the proposed VVO-CVR can achieve good performance of energy/voltage reductions while maintaining voltage level in predefined ranges.

VI. CONCLUSION

To better regulate voltages at the grid-edge while implementing CVR in distribution system, a distributed VVO-CVR algorithm is developed to optimally coordinate the smart inverters in unbalanced three-phase integrated primary-secondary distribution systems. In order to handle the non-convexity of power flow and ZIP load models, a feedback-based linear approximation method has been proposed to successively estimate the nonlinear terms in these models. An ADMM-based distributed framework is established to solve the optimal CVR problem in a leader-follower distributed fashion, where the primary system corresponds to the leader controller and each secondary system corresponds to a follower controller. We further address its asynchronous implementation with a frozen strategy that allows asynchronous updates. Simulation results on a real Midwest U.S. distribution feeder have validated the robustness and effectiveness of the proposed

Fig. 12. Voltage profiles with different control strategies (each line represents a phase-wise voltage magnitude of a bus).

Each line represents a phase-wise voltage magnitude of a bus. As shown in Fig. 12(a), where there is no reactive power control in the base case, there are voltage violations of the lower limit 0.95 p.u., during the heavy-load periods, e.g., 16:00–20:00. On the other hand, when the CVR is implemented with optimal reactive power control, the system achieves maximum voltage reduction while maintains voltage levels with the predefined range [0.95,1.05] p.u., as shown in Fig. 12(b).
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